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ABSTRACT 
Rice, which has the highest production and consumption rates worldwide, 

is among the main nutrients in terms of being economical and nutritious 

in our country as well. Rice goes through some stages of production from 

the field to the dinner tables. The cleaning phase is the separation of rice 

from unwanted materials. During the classification phase, solid ones and 

broken ones are separated and calibration operations are performed. 

Finally, in the process of extraction based on color features, the striped 

and stained ones other than the whiteness on the surface of the rice grain 

are separated. In this paper, five different varieties of rice belonging to 

the same trademark were selected to carry out classification operations 

using morphological, shape and color features. A total of 75,000 rice grain 

images, including 15,000 for each varieties, were obtained. The images 

were pre-processed using MATLAB software and prepared for feature 

extraction. Using a combination of 12 morphological, 4 shape features 

and 90 color features obtained from five different color spaces, a total of 

106 features were extracted from the images. For classification, models 

were created with algorithms using machine learning techniques of k-

nearest neighbor, decision tree, logistic regression, multilayer perceptron, 

random forest and support vector machines. With these models, 

performance measurement values were obtained for feature sets of 12, 16, 

90 and 106. Among the models, the success of the algorithms with the 

highest average classification accuracy was achieved 97.99% with 

random forest for morphological features. 98.04% were obtained with 

random forest for morphological and shape features. It was achieved with 

logistic regression as 99.25% for color features. Finally, 99.91% was 

obtained with multilayer perceptron for morphological, shape and color 

features. When the results are examined, it is observed that with the 

addition of each new feature, the success of classification increases. 

Based on the performance measurement values obtained, it is possible to 

say that the study achieved success in classifying rice varieties.  
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1. Introduction 
 

Looking at the production values of grain products around the world, the most important product after wheat and corn is rice. 

Rice is a grain product that is quite rich in carbohydrates and starch. In addition, it is of great importance in human nutri tion in 

Turkey as it is in the world in terms of being nutritious and economical, and it is also widely used in the industrial field. Different 

quality criteria are available for rice varieties produced in Turkey. These criteria are physical appearance, cooking features, taste 

and aroma features, as well as efficiency (Tipi et al. 2009). Determining physical features from quality criteria can be expensive 

and unreliable when performed with traditional manual rice seed classification processes. Because human decisions are 

inconsistent, subjective and slow. Machine vision systems can be an alternative to automated systems, which is a non-destructive, 

cost-effective, fast and accurate technique.  

 

Through studies in recent years using machine vision systems and image processing techniques on grain products, it is seen 

that the products are examined in terms of many physical features such as color, texture, quality, and size. Studies on grain 

varieties in the literature are examined and summarized below. 

 

The studies without using color features summarized as follow. Digital image analysis of ground rice was performed by 

Yadav & Jindal (2001) to check whiteness and determine the percentage of broken seeds. The length, perimeter and shape 

features of the rice grain were extracted and their quantities were calculated. Dubey et al. (2006) used 45 morphological features 

for artificial neural network-based classification. An increase in the number of features in the classification has been seen to 

increase the success rate. They have achieved approximately 88% accuracy for all grains as classification accuracy. Zapotoczny 

et al. (2008) mentioned the utility of morphological features in the classification of five different barley varieties. In the study, 

they extracted 74 morphological features of each barley variety. They used principal component analysis (PCA), linear 

discriminant analysis (LDA) and nonlinear discriminant analysis (NDA) as classification methods. As a result, they concluded 

that the method in which they used morphological features could be successfully used to identify barley varieties. They also 

stated that the LDA is the best method in the classification methods. Aggarwal & Mohan (2010) performed aspect ratio analysis 

using image processing technique for grain quality of rice. The aim of the analysis was to examine the mixtures by taking samples 
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from three different classes (full, semi and broken) sold in markets and priced according to their size and to determine the 

reference aspect ratio in the market. An automatic image-receiving tape system was designed by OuYang et al. (2010) using 

image processing technique to distinguish between five different rice seeds. Using the back propagation classification (BP-

ANN), they obtained an average accuracy rate of 86.65% for five different rice varieties. Abirami et al. (2014) used image 

processing and neural network pattern recognition techniques to classify Basmati rice grains. Various morphological features 

were extracted from the images taken with the help of the camera and the neural network was classified by pattern recognition. 

As a result of the classification, they achieved an accuracy rate of 98.7%. Sethy & Chatterjee (2018) classified the geometric and 

texture features of 6 pieces rice varieties using the multi-class support vector machine (M-SVM) algorithm. As a result of the 

classification, they achieved 92% accuracy. Chen et al. (2019) developed a machine vision system to study broken, calcareous, 

stained and defective rice grains using morphological features on images of red Indica rice. They used support vector machine 

(SVM) for classification and achieved results of 99.3%, 96.3% and 93.6%, respectively, as the accuracy of recognizing broken, 

calcareous, stained and defective rice grains. Koklu & Ozkan (2020) performed classification operations using morphological 

and shape features in images of seven different dry bean varieties. Classification models have been created using multi-layer 

perceptron (MLP), SVM, k-nearest neighbors (kNN) and decision tree (DT) machine learning methods. The SVM model 

achieved the highest classification accuracy of 93.13%. 

 

The studies with using color features summarized as follow. Visen et al. (2003) using image processing techniques and an 

artificial neural network, they obtained color images of five types of grains: barley, oats, rye, wheat, and durum wheat. Also, 

they developed algorithms to analyze these images. They developed an artificial neural network-based classifier to identify 

unknown grains through more than 150 color and textural features of the resulting images. They have achieved over 90% 

accuracy rate for all grain types in identifying unknown grains. Demirbas & Dursun (2007) aimed to determine the morphological 

features of 13 different wheat varieties using image processing technique. Images were evaluated using UTHSCSA Image Tool 

version 3.0 as image processing program. As a result, due to the close proximity of the measurement results obtained by manual 

and image processing, they stated that image processing technique can be used to determine some of the physical features of 

wheat grains. Silva & Sonnadara (2013) used an artificial neural network to classify rice varieties. In the study, they developed 

an algorithm to extract 13 morphological features, 6 color features and 15 texture features using images from 9 different rice 

varieties. For these features, they have made different classifications, separately and together. As a result of classification, it was 

observed that texture features, rather than morphological and color features, provide a higher success rate in separate 

classifications. As a result of the classification, which is a combination of all features, the accuracy rate was achieved as 92%. 

Kaur & Singh (2013) have studied on a machine algorithm for rice classification using multi-class support vector machines. 

They have classified rice grains using their shape features, percentages and opaque state and have achieved an accuracy rate of 

more than 86%. Digital images of 13 rice varieties in Iran in three different forms were analyzed by Abbaspour-Gilandeh et al. 

(2020) with pre-processing and segmentation using the MATLAB application. Ninety two features were extracted for each rice 

variety, including 60 colors, 14 morphological and 18 texture features. The least significant difference (LSD) test was performed 

to obtain a more accurate comparison between varieties. PCA has been used to reduce data sizes and focus on the most effective 

components. Using discriminant analysis (DA), they achieved classification accuracy of 89.2%, 87.7% and 83.1% for paddy, 

brown rice and white rice, respectively. 

 

In the literature, it has been studied to obtain product features using morphological features as well as shape and color features 

using various image processing techniques in images obtained from different grain products. In addition, classification processes 

were carried out using different machine learning methods with the help of these features. In this study, morphological, shape 

and color features were extracted for non-destructive, fast and accurate classification of rice varieties. The resulting features were 

used as inputs to perform classification operations with machine learning methods. In order to see the effect of the resulting 

features on the classification result, these features were combined, respectively, and the results were examined in detail. The 

contribution of the features obtained in this way to the classification processes has been interpreted. 

 

2. Material and Methods 
 

The aim of this study is to extract morphological features, shape features and color features by obtaining images from 5 different 

rice varieties. It is also to perform classification operations of the obtained features using various artificial intelligence techniques. 

Figure 1 shows the classification flow chart. 
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Figure 1- The classification flow chart 

 

2.1. Image acquisition 

 

In order to obtain images of the rice used in the study, the mechanism given in Figure 2 was used. A camera with an Ikegami 

brand CCD imaging sensor was used to capture the image. The camera used for study has 2.2 megapixels, 2048 × 1088 resolution 

and full resolution at a maximum frame rate of 53.7 fps. Features such as white balance and backlight correction are available. 

It is powered by 12V DC voltage and has power consumption below 4.5 W (Ikegami 2020). 

 

The camera used in the study was placed on a closed box with a lighting device inside and a structure to prevent light from 

receiving from the external environment. Box background color is selected as black for easy processing of the image. The box 

sizes were designed so that images can be captured from an area 14 cm wide and 18 cm length. The height of the camera was set 

to 15 cm. The resulting images were recorded by transferring them to computer. 

 

 
 

Figure 2- Mechanism used to obtain images 

 

2.2. Image processing 

 

In order to perform feature extraction and classification operations in the most accurate way during image processing phase, 

preprocessing operations related to images were described. Image processing was carried out with the help of MATLAB 

software. Images taken from the camera are primarily converted to grayscale images. It was then converted to a binary image 

using the global threshold level of the grayscale image with the help of the otsu method (Kurita et al. 1992). Unwanted objects 

on the resulting binary images have been removed and prepared for the feature extraction stage by applying the open process. 

Figure 3 shows the stages of image preprocessing. 
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Figure 3- Image preprocessing stages; (A) Color image (B) Grayscale image (C) Binary image after pre-processing 

 

2.3. Feature extraction 

 

In the study, 12 morphological features using MATLAB software, 4 shape features obtained using morphological features and 

90 color features obtained using five different color spaces were extracted.  

 

Morphological and shape features were obtained using MATLAB regionprops function components. Shape features are 

calculated using area, major axis, and minor axis lengths from morphological features. The resulting feature values refer to the 

number of pixels of each rice grain. List of morphological features is given in Table 1 and list of shape features in Table 2 (Pazoki 

et al. 2014). 

 
Table 1- Morphological features 

 

No Feature Explanation No Feature Explanation 

1 Area (A) 
The number of pixels within the 

boundaries of the rice grain area. 
7 Solidity (S) 

Is the ratio of pixels in the convex 

body to pixels in the rice grain 

region. In Equation 2, the 

calculation formula is given.  

𝑆 =
𝐴

𝐶𝐴
 

(2) 

 

2 Perimeter (P) 
The grain of rice gives the perimeter 

boundary length of. 
8 

Convex_Area 

(CA) 

The number of pixels in the 

smallest convex polygon that can 

accommodate the rice grain area. 

3 
Major_Axis_Length 

(L) 

The longest line that can be drawn on a 

grain of rice. 
9 Extent (Ex) 

The ratio of pixels in the bounding 

box to pixels in the rice grain 

region. 

4 
Minor_Axis_Length 

(l) 

The longest line on a grain of rice that 

can be drawn perpendicular to the major 

axis. 
10 

Aspect_Ratio 

(AR) 

It is calculated by dividing the the 

major axis length by the the minor 

axis length. The calculation 

formula is given in Equation 3.  

𝐴𝑅 =
𝐿

𝑙
 

(3) 

  
 

5 Eccentricity (E) 

It gives the eccentricity of the circle, 

which has the same moments as the 

region. 
11 

Roundness 

(R) 

It is calculated by using area and 

perimeter. The calculation formula 

is given in Equation 4. 

 

R=
4𝑥𝐴𝑥𝜋 

𝑃2
   (4) 

 

 
 

6 
Equivalent_Diameter 

(ED) 

It is the diameter of a circle with the 

same area as the area of the rice grain. 

The calculation formula for the 

equivalent diameter is given in 

Equation 1. 

 ED = √
4𝑥𝐴

π
                                      (1)  

 

12 
Compactness 

(Co) 

It is calculated by dividing 

equivalent diameter by the major 

axis length. The calculation 

formula is given in Equation 5. 

𝐶𝑜 =
𝐸𝐷

𝐿
 

(5) 
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Table 2- Shape features 

 

No Feature Explanation 

1 Shape_Factor_1 (SF1) 

It is calculated by dividing the major axis length by the area. The 

calculation formula is given in Equation 6. 

SF1 =
L

A
  (6) 

  
 

2 Shape_Factor_2 (SF2) 

It is calculated by dividing the minor axis length by the area. The 

calculation formula is given in Equation 7. 

SF2 =
l

A
 

(7) 

 

3 Shape_Factor_3 (SF3) 

The calculation formula is as given in Equation 8. 

SF3 =
A

(
L
2
)
2

𝑥 𝜋

 
(8) 

 

4 Shape_Factor_4 (SF4) 

The calculation formula is as given in Equation 9. 

SF4 =
A

L
2
𝑥
l
2
𝑥 𝜋

 
(9) 

 

 

Color (RGB) images of rice grains used in the study were converted from RGB color spaces to HSV, L*a*b*, YCbCr and 

XYZ color spaces using MATLAB software. Conversion formulas and explanation are given in Table 3 (Chaudhary et al. 2012; 

Pazoki et al. 2014).  

 
Table 3- Color conversions and formulas 

 

No Explanation    Formula 

1 RGB-HSV Conversion; The HSV color 

space consists of three parameters: color 

essence-tone (H), saturation (S), and 

value (V). 

Max = Max(R, G, B) (10) 

Min = Min(R, G, B) (11) 

V = Max (12) 

S =
Max −Min

Max
 (13) 

H =

{
  
 

  
 
1

6

G − B

Max −Min
,                V = R

1

6

B − R

Max −Min
+
1

3
, V = G

1

6

R − G

Max −Min
+
2

3
, V = B

(lf H < 0 → 𝐻 = 𝐻 + 1)

 (14) 

 

2 RGB-L*a*b* Conversion; In the L*a*b* 

color space, the value L* denotes 

lightness, 0 denotes black and 100 

denotes white. The value a* refers to red 

and green. (+) a* indicates red, and (-) a* 

indicates green. The value b* refers to 

yellow and blue. (+) b* indicates yellow, 

and (-) b* indicates blue. 

L = 0.2126 𝑥 R + 0.7152 𝑥 G + 0.0722 𝑥 B (15) 

A = 1.4749 𝑥 (0.2213 𝑥 R − 0.3390 𝑥 G
+ 0.1177 𝑥 B) + 128 

(16) 

B = 0.6245 𝑥 (0.1949 𝑥 R + 0.6057 𝑥 G
− 0.8006 𝑥 B) + 128 

(17) 

 

3 RGB-YCbCr Conversion; The YCbCr 

color space consists of brightness (Y), 

blue difference (Cb), and red difference 

(Cr) components. 

Y = 0.299 𝑥 R + 0.587 𝑥 G
+ 0.114 𝑥 B 

(18) 

Cb = −0.168 𝑥 R − 0.331 𝑥 G
+ 0.500 𝑥 B 

(19) 

Cr = 0.500 𝑥 R − 0.418 𝑥 G
− 0.081 𝑥 B 

(20) 

 

4 RGB-XYZ Conversion; In the XYZ 

Color Space, X denotes red, Z denotes 

blue, and the Y component also denotes 

brightness. 

X = 0.4124 𝑥 R + 0.3576 𝑥 G
+ 0.1805 𝑥 B 

(21) 

Y = 0.2126 𝑥 R + 0.7152 𝑥 G
+ 0.722 𝑥 B 

(22) 

Z = 0.0193 𝑥 R + 0.1192 𝑥 G
+ 0.9505 𝑥 B 

(23) 

 

 

After the conversion process, the features of the color spaces are duplicated using the average density (MeanIntensity) and 

the pixel value (PixelValue) components using the regionprops function in MATLAB. Using RGB, HSV, L*a*b*, YCbCr and 

XYZ color spaces, a total of 90 color feature were extracted with the components of mean, standard deviation, skewness, kurtosis, 
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entropy and wavelet decomposition for each color channel (Arefi et al. 2011; Kaya & Saritas 2019). Explanations of the 

components applied to the color features are given in Table 4, and the list of the resulting color features is given in Table 5. 

 
Table 4- Explanations of the components applied to the color features 

 

No Feature Explanation 

1 Mean (M) 

The mean density value. (N variable vector, represent X input data). The 

calculation formula is given in Equation 24. 

M = 
1

N
 ∑Xi

N

i=1

 

(24) 

 

2 Standard Deviation (SD) 

Returns the standard deviation of pixel values. The standard deviation is a square root 

of the variance (V). The calculation formulas are given below. 

V =  
1

N − 1
 ∑(Xi − M)2
N

i=1

 

(25) 

SD = √V (26) 
 

3 Skewness (Sk) 

Returns the skewness value of the pixel values. The calculation formula is given in 

equation 27. 

Sk =

1
N − 1

∑ (Xi − M)3N
i=1

SD3
 

(27) 

 

4 Kurtosis (K) 

Returns the kurtosis value of pixel values. The kurtosis calculation formula is given in 

Equation 28. 

K =

1
N − 1

∑ (Xi − M)4N
i=1

SD4
− 3 

(28) 

 

5 Entropy (E) 

Returns the entropy of pixel values. Entropy is a statistical measurement used to 

characterize the image texture. The entropy calculation formula is given in Equation 29. 

E =  −∑pilog2pi

m

i=1

 (29) 

 

6 Wavelet Decomposition 

Using the two-dimensional wavelet, it returns the wavelet separation level of the matrix 

from the pixel value. The WaveDec2 function has been used and the wavelet order DB4 

has been selected. 

 
Table 5- List of features obtained from color spaces 

 
Color 

Space 
Mean Standard Deviation Skewness Kurtosis Entropy 

Wavelet 

Decomposition 

RGB 

Mean_RGB_R StdDev_RGB_R Skewness_RGB_R Kurtosis_RGB_R Entropy_RGB_R Daub4_RGB_R 

Mean_RGB_G StdDev_RGB_G Skewness_RGB_G Kurtosis_RGB_G Entropy_RGB_G Daub4_RGB_G 

Mean_RGB_B StdDev_RGB_B Skewness_RGB_B Kurtosis_RGB_B Entropy_RGB_B Daub4_RGB_B 

HSV 

Mean_HSV_H StdDev_HSV_H Skewness_HSV_H Kurtosis_HSV_H Entropy_HSV_H Daub4_HSV_H 

Mean_HSV_S StdDev_HSV_S Skewness_HSV_S Kurtosis_HSV_S Entropy_HSV_S Daub4_HSV_S 

Mean_HSV_V StdDev_HSV_V Skewness_HSV_V Kurtosis_HSV_V Entropy_HSV_V Daub4_HSV_V 

L*a*b* 

Mean_LAB_L StdDev_LAB_L Skewness_LAB_L Kurtosis_LAB_L Entropy_LAB_L Daub4_LAB_L 

Mean_LAB_A StdDev_LAB_A Skewness_LAB_A Kurtosis_LAB_A Entropy_LAB_A Daub4_LAB_A 

Mean_LAB_B StdDev_LAB_B Skewness_LAB_B Kurtosis_LAB_B Entropy_LAB_B Daub4_LAB_B 

YCbCr 

Mean_YCbCr_Y StdDev_YCbCr_Y Skewness_YCbCr_Y Kurtosis_YCbCr_Y Entropy_YCbCr_Y Daub4_YCbCr_Y 

Mean_YCbCr_Cb StdDev_YCbCr _Cb Skewness_YCbCr_Cb Kurtosis_YCbCr_Cb Entropy_YCbCr_Cb Daub4_YCbCr_Cb 

Mean_YCbCr_Cr StdDev_YCbCr_Cr Skewness_YCbCr_Cr Kurtosis_YCbCr_Cr Entropy_YCbCr_Cr Daub4_YCbCr_Cr 

XYZ 

Mean_XYZ_X StdDev_XYZ_X Skewness_XYZ_X Kurtosis_XYZ_X Entropy_XYZ_X Daub4_XYZ_X 

Mean_XYZ_Y StdDev_XYZ_Y Skewness_XYZ_Y Kurtosis_XYZ_Y Entropy_XYZ_Y Daub4_XYZ_Y 

Mean_XYZ_Z StdDev_XYZ_Z Skewness_XYZ_Z Kurtosis_XYZ_Z Entropy_XYZ_Z Daub4_XYZ_Z 

 

2.4. Cross validation 

 

In data mining and artificial intelligence techniques, where model development data is scarce, the most common procedure that 

can be used to check the model's generalization ability is the k-fold cross validation method (Singh & Panda 2011). 
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Cross validation is an error estimation method developed to improve the reliability of classification. Cross validation works 

by dividing the dataset so that it is random into the number of subsets set for training and testing. One of the subsets is accepted 

as a test set and the system is trained with the remaining sets. This process is repeated up to the number k and the system is tested 

(Browne 2000). Figure 4 shows the working logic of cross validation. 
 

 
 

Figure 4- The working logic of cross validation 

 

In the example given in Figure 4, the number of iterations (k) was selected as 10. In this example, the dataset was divided 

into 10 sections. Nine sections were taken sequentially as training data, and one was used as test data. The process repeats for 

all subsets and the system test was completed (Berrar 2019). 

 

2.5. Kappa test 

 

The Kappa test is a statistical method used to measure reliability by looking at harmony between two or more observers (Kilic 

2015). Kappa coefficient values can vary between -1 and + 1. It can be interpreted as being completely compatible for harmony 

between observers when the value is +1, depending on luck when it is 0, and completely inverse of harmony when it is -1. In 

Table 6, the interpretation table of the kappa coefficient value ranges is given (Landis & Koch 1977; Kilic 2015). 

 

Table 6- The interpretation table of the kappa coefficient value ranges 
 

Kappa Value Range Explanation 

<0.00 Reverse / Bad Harmony 

0.01-0.20 Trivial Harmony 

0.21-0.40 Poor Harmony 

0.41-0.60 Moderate Harmony 

0.61-0.80 Good Harmony 

0.81-1.00 Very Good Harmony 

 

2.6. Rice dataset 

 

A total of five different varieties of rice were used in the study. Rice varieties were selected as Arborio, Basmati, Ipsala, Jasmine 

and Karacadag, sold under Metro Chef Brand. Rice varieties used in the study are given in Figure 5 and technical information 

about the varieties is given in Table 7. 
 

 
 

Figure 5- Rice varieties used in study 
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Table 7- Technical information of rice varieties 

 

Variety 

Name 

Grain Length 

(mm) 

Grain Width 

(mm) 

Number of grains 

corresponding to 10 gr 

Arborio 6-7.5 3-4 303 

Basmati 8.5-11.5 3.5-4.5 507 

Ipsala 9-11 4-5.5 425 

Jasmine 6.5-10 2.5-3.5 547 

Karacadag 4.5-6 3-4 513 

 

In our study, 15,000 images of rice grains belonging to each rice variety were obtained. In total, studies were carried out on 

data belonging to 75,000 grains of rice (Cinar 2019). 

 

2.7. Performance evaluation 

 

Creating a new model required for classification problems or using existing models and achieving success on this model was 

calculated by the number of accurate estimates. This affects the accuracy of the classification rather than the estimation of 

whether the model is good or not. The confusion matrix is therefore used to explain predictive assessments of classification. It 

is matrix confusion matrix that provides information about actual classes with predicted classes performed by a classification 

model on test data (Cataloluk 2012; Cinar & Koklu 2019). In Table 8, the confusion matrix used for binary classification is 

given, and in Table 9, the confusion matrix used for multiclass classification is given (Hossin & Sulaiman 2015). 

 
Table 8- Confusion matrix used for binary classification 

 

 

Prediction Class 

Positive Negative 

A
ct

u
a

l 
C

la
ss

 

Positive True positive (tp) False negative (fn) 

Negative False positive (fp) True negative (tn) 

 
Table 9- Confusion matrix used for multiclass classification 

 

 
Prediction Class 

C1 C2 C3 … Cn 

A
ct

u
a

l 
C

la
ss

 

C1 T1 F12 F13 … F1n 

C2 F21 T2      F23 … F2n 

C3 F31 F32 T3 … F3n 

… … … … … … 

Cn Fn1 Fn2 Fn3 … Tn 

         
                                    (C: Class, T: True, F: False) 

 

The accuracy of a classification can be evaluated by calculating the number of correctly recognized (true positives) class 

instances, the number of correctly recognized instances that do not belong to the class (true negatives), and instances that are 

incorrectly assigned to the class (false positives) or are not recognized as class (false negatives) instances (Sokolova & Lapalme 

2009). 

 

Calculation formulas for success criteria such as accuracy, error rate, recall, specificity, precision and F1 score, were 

calculated using the confusion matrix for binary classification performance measurements, and are given in Table 10 (Hossin & 

Sulaiman 2015). 
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Table 10- Performance measurements and calculation formulas for binary classification 

 

No Performance Metrics Explanation Formula 

1 Accuracy 
It is used to measure the ratio of true prediction 

on all samples included in the assessment. 

𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑓𝑝 + 𝑡𝑛 + 𝑓𝑛
𝑥100 

     

(30) 
 

2 Error Rate 
It is used to measure the ratio of false prediction 

on all samples included in the assessment. 

𝑓𝑝 + 𝑓𝑛

𝑡𝑝 + 𝑓𝑝 + 𝑡𝑛 + 𝑓𝑛
𝑥100 (31) 

 

3 Recall 
It is used to measure the ratio of correctly 

classified positive values. 

𝑡𝑝

𝑡𝑝 + 𝑓𝑛
𝑥100 (32) 

 

4 Specificity 
It is used to measure the ratio of correctly 

classified negative values. 

𝑡𝑛

𝑡𝑛 + 𝑓𝑝
𝑥100 (33) 

 

5 Precision 

It is used to measure the ratio of accurately 

classified positive samples to estimated total 

positive samples. 

𝑡𝑝

𝑡𝑝 + 𝑓𝑝
𝑥100 (34) 

 

6 F1-Score 
Gives the harmonic mean of the measurements 

of recall and sensitivity. 

2𝑥
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
𝑥

𝑡𝑝
𝑡𝑝 + 𝑡𝑛

𝑡𝑝
𝑡𝑝 + 𝑓𝑝

+
𝑡𝑝

𝑡𝑝 + 𝑓𝑛

𝑥100  (35) 

 

 

Calculation formulas for average accuracy, average recall, average accuracy, average error rate, and average F1-score were 

calculated using the confusion matrix for multi-class classification performance measurements, and are given in Table 11 (Hossin 

& Sulaiman 2015). 

 
Table 11- Performance measurements and calculation formulas for multi-class classification 

 

No Performance Metrics Explanation Formula 

1 Averaged Accuracy 

It is used to measure the average 

effectiveness of all classes in the 

classification. 

∑
𝑡𝑝𝑖 + 𝑡𝑛𝑖

𝑡𝑝𝑖 + 𝑓𝑛𝑖 + 𝑓𝑝𝑖 + 𝑡𝑛𝑖
1
𝑖=1

𝑙
𝑥100 

(36) 

 

2 Averaged Error Rate 
It is used to measure the average error 

rate of all classes in classification. 

∑
𝑓𝑝𝑖 + 𝑓𝑛𝑖

𝑡𝑝𝑖 + 𝑓𝑛𝑖 + 𝑓𝑝𝑖 + 𝑡𝑛𝑖
1
𝑖=1

𝑙
𝑥100 

(37) 

 

3 Averaged Precision 
It is used to measure the precision 

average for each class. 

∑
𝑡𝑝𝑖

𝑡𝑝𝑖 + 𝑓𝑝𝑖
1
𝑖=1

𝑙
𝑥100 

(38) 

 

4 Averaged Recall 
It is used to measure the recall 

average for each class. 

∑
𝑡𝑝𝑖

𝑡𝑝𝑖 + 𝑓𝑛𝑖
1
𝑖=1

𝑙
𝑥100 

(39) 

 

5 F1-Score 
It is used to measure the F1-score 

average for each class. 

2𝑥
∑

𝑡𝑝𝑖
𝑡𝑝𝑖 + 𝑓𝑝𝑖

1
𝑖=1

𝑙
𝑥
∑

𝑡𝑝𝑖
𝑡𝑝𝑖 + 𝑓𝑛𝑖

1
𝑖=1

𝑙

∑
𝑡𝑝𝑖

𝑡𝑝𝑖 + 𝑓𝑝𝑖
1
𝑖=1

𝑙
+
∑

𝑡𝑝𝑖
𝑡𝑝𝑖 + 𝑓𝑛𝑖

1
𝑖=1

𝑙

𝑥100 (40) 

 

 

3. Classification Models 

 

3.1. K-Nearest neighbor (K-NN) 

 

The K-NN method is a nonparametric learning algorithm. K-NN uses the euclidean distance as a parameter in the name of 

classification of the dataset, where K represents the number of neighbors, to calculate the distance between the data (Kumar et 

al. 2019). 

 

K-NN is intended to classify sample data whose class is unknown. For this reason, the distance to the sample data is calculated 

with the pre-classified data set in the training set. Given that there is a certain amount of data to be tested, the test data is processed 

with all the existing data individually. The test data will have many neighbors that are close to it in terms of all the measured 
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features. For this reason, K pieces of data closest to the test data are selected. As a result, it is said that the tested data belongs to 

that class if there is more data belonging to which class than the selected data (Richman 2011; Beyaz & Ozturk 2016). For this 

study, the K value was set to 10. 

 

3.2. Decision tree (DT) 

 

DT is one of the first classification methods that comes to mind along with neural networks in data mining. If DT is generally 

thought as a tree diagram, it branches so that it has a classification query on each of its branches and nodes (Safavian & Landgrebe 

1991). 

 

DT's features in dealing with complex problems and their inferences in logical classification rules are seen as advantages 

(Amor et al. 2006). In addition, DT's integration into databases is easy and their reliability is high, making it stand out among 

other classification models. 

 

3.3. Logistic regression (LR) 

 

LR is one of the commonly used statistical models. In LR, the dependent variable is estimated from one or more variables. LR 

clarifies the relationship between dependent variables and independent variables. There is no need to create normal distribution 

of variables in LR. Because the values envisaged in the LR are probabilities, LR is limited to 0 and 1. This is because LR predicts 

its probability, not itself, in the results. (Cruyff et al. 2016; Kalantar et al. 2018). 

 

3.4. Multilayer perceptron (MLP) 

 

Today, many artificial neural network models have been developed for use for specific purposes, and MLP is one of the most 

used of these models. In MLP, the sequence of neurons is in layers, and there is a hidden layer between them, along with two 

main layers. MLP can contain more than one hidden layer. The input layer, which is the first of the main layers, is the layer 

where the data is read and contains information about the problem that needs to be solved. The output layer, which is the second 

main layer, is the layer where classes are defined and outputs are received for information processed in the network. The hidden 

layer is the layer where intermediate operations are performed on the data between the main layers (Sabanci 2016). 

 

MLP has as many neurons as the number of features, and the data is provided by a flow of data in one direction from the 

input layer to the output layer. In addition, it is possible to monitor and modify the network structure during the training period 

(Arora 2012). In this study, there are 4 hidden layers and also the sigmoid activation function was used. 

 

3.5. Random forest (RF) 

 

RF is a classifier consisting of multiple DT's. To make a new classification, each DT provides a classification for the inputs. 

After that, RF evaluates the classifications and selects the estimate that with the most votes. RF has the ability to manage a large 

number of variables in a dataset. It is also quite successful at predicting incomplete data. The biggest drawback of RF is its lack 

of repeatability. Also, the final model and subsequent results are difficult to interpret. This is also due to the fact that it contains 

many independent decision trees (Oshiro et al. 2012). 

 

3.6. Support vector machine (SVM) 

 

SVM is a kernel-based method that creates a hyper plane for classification and regressions. Different kernel functions are used 

in SVM models. In this study, classification was made using the polynomial kernel function. 

  

SVM has the ability to classify data in the form of linear in two-dimensional space, planar in three-dimensional space and 

hyper plane in multidimensional space with separation mechanisms (Abhang et al. 2016). SVM performs the classification 

process by finding the best hyper plane that separates the data belonging to the classes. 

 

SVMs have features similar to other classification algorithms. It is especially similar to neural networks, but more similar to 

the K-NN algorithm. Like the K-NN algorithm, SVM determines its neighbors based on sample data presented to the algorithm 

and assumes that estimates are made for new data (Shi et al. 2011; Abhang et al. 2016). 

 

4. Results 
 

From a total of 75,000 images of rice grains belonging to the rice varieties used in the study, 12 morphological features were 

extracted from the features found in the list of morphological features given in Table 1. Classification operations were performed 

using K-NN, DT, LR, MLP, RF and SVM algorithms on the data of 12 features obtained. In addition to 12 morphological features 

to increase classification accuracy, 4 shape features given in Table 2 were added and classification operations were performed 

using K-NN, DT, LR, MLP, RF and SVM algorithms on data belonging to a total of 16 features. Given the results we have 



Cinar & Koklu - Journal of Agricultural Sciences (Tarim Bilimleri Dergisi), 2022, 28(2): 307-325 

           317 

 

obtained when we examine the studies conducted in the literature, it is thought that success will increase even more when 

morphological features, shape features and color features are evaluated together. For this reason, 90 color features have been 

extracted from the color feature list given in Table 5. Color features were evaluated primarily independently of morphological 

and shape features, and classification operations were performed using K-NN, DT, LR, MLP, RF and SVM algorithms on data 

belonging to 90 features. Then, a total of 106 features were extracted, which evaluated the morphological, shape and color 

features obtained together, and classification operations were performed using k-NN, DT, LR, MLP, RF and SVM algorithms. 

 

In the study, the confusion matrix and performance measurement values of classification results obtained from algorithms 

for 12 morphological, 16 morphological and shape, 90 colors and 106 morphological, shape and color feature data are given in 

Table 12, respectively. 

 
Table 12- Confusion matrix obtained using morphological features of all algorithms 

 

 Algorithm 
Prediction Class 

Arborio Basmati Ipsala Jasmine Karacadag 

A
ct

u
a

l 
C

la
ss

 

Arborio 

K-NN 14,313 1 21 49 616 

DT 14,459 0 12 30 499 

LR 14,463 0 8 32 497 

MLP 14,387 0 14 51 548 

RF 14,492 0 11 36 461 

SVM 14,411 0 2 48 539 

Basmati 

K-NN 0 14,620 0 380 0 

DT 1 14,688 0 311 0 

LR 0 14,634 0 365 1 

MLP 0 14,671 0 329 0 

RF 1 14,713 0 286 0 

SVM 0 14,323 0 677 0 

Ipsala 

K-NN 27 0 14,920 53 0 

DT 31 0 14,909 60 0 

LR 26 0 14,937 37 0 

MLP 26 7 14,927 40 0 

RF 22 0 14,929 49 0 

SVM 38 0 14,910 52 0 

Jasmine 

K-NN 47 380 61 14,511 1 

DT 33 250 31 14,685 1 

LR 20 260 25 14,694 1 

MLP 28 553 31 14,387 1 

RF 20 250 32 14,697 1 

SVM 32 458 23 14,486 1 

Karacadag 

K-NN 500 0 0 1 14,499 

DT 374 0 0 1 14,625 

LR 358 0 0 1 14,641 

MLP 334 0 0 0 14,666 

RF 341 0 0 1 14,658 

SVM 365 0 0 0 14,635 

 

When Table 12 was examined, 72,863 pieces from K-NN algorithm, 73,366 pieces from DT algorithm, 73,369 pieces from 

LR algorithm, 73,038 pieces from MLP algorithm, 73,489 pieces from RF algorithm and 72,765 pieces from SVM algorithm 

rice grains were correctly classified.  

 

For all algorithms used in the study, accuracy, error, precision, recall and F1-score average performance measurements and 

kappa coefficient values obtained by evaluating only morphological features using confusion matrix are given in Table 13. 
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Table 13- Average performance measurements and kappa coefficient values of all algorithms used in classification for 

morphological features 

 

Performance Metrics 
Random 

Forest 

Logistic 

Regression 

Decision 

Tree 

Multi Layer 

Perceptron 

k-Nearest 

Neighbor 

Support Vector 

Machine 

Accuracy (%) 97.99 97.83 97.82 97.38 97.15 97.02 

Error (%) 2.01 2.17 2.18 2.62 2.85 2.98 

Precision (%) 98.00 97.80 97.80 97.40 97.20 97.00 

Recall (%) 98.00 97.80 97.80 97.40 97.20 97.00 

F1-Score (%) 98.00 97.80 97.80 97.40 97.20 97.00 

Kappa coefficient 0.975 0.973 0.973 0.967 0.964 0.963 

 

When the average performance measurement values given in Table 13 are examined, it is seen that the classification accuracy 

for all algorithms is above 97%. It seems that the best classification accuracy belongs to the random forest algorithm with 97.99%. 

The lowest classification accuracy belongs to the support vector machine algorithm with 97.02%. 

 

For random forest algorithm with the best classification accuracy, the confusion matrix in which morphological features are 

evaluated is given in Table 12. When the table is examined, the accuracy rates of Arborio, Basmati, Ipsala, Jasmine and 

Karacadag rice varieties are respectively, 96.61%, 98.09%, 99.53%, 97.98%, and 97.72%. Figure 6 shows the accuracy rates of 

classification algorithms derived from morphological features for rice varieties used in the study. 

 

 
 

Figure 6- Accuracy rates of classification algorithms obtained from morphological features for all rice varieties used in the 

study 

 

In the random forest algorithm, Ipsala rice variety, which has the highest accuracy rate among varieties, also reaches 

the highest accuracy rates in other algorithms. The Arborio variety, on the other hand, has a lower accuracy rate than other 

varieties. 
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Table 14- Confusion matrix obtained using morphological and shape features of all algorithms 
 

 Algorithm 
Prediction Class 

Arborio Basmati Ipsala Jasmine Karacadag 
A

ct
u

a
l 

C
la

ss
 

Arborio 

K-NN 14,324 1 18 44 613 

DT 14,484 0 13 35 468 

LR 14,470 0 8 31 491 

MLP 14,455 0 11 36 498 

RF 14,508 0 11 31 450 

SVM 14,426 0 3 46 525 

Basmati 

K-NN 0 14,634 0 366 0 

DT 1 14,677 0 322 0 

LR 0 14,631 0 368 1 

MLP 0 14,706 0 294 0 

RF 0 14,716 0 284 0 

SVM 0 14,488 0 512 0 

Ipsala 

K-NN 30 0 14,925 45 0 

DT 27 0 14,935 37 1 

LR 23 0 14,941 36 0 

MLP 25 2 14,941 32 0 

RF 22 0 14,937 41 0 

SVM 39 0 14,922 39 0 

Jasmine 

K-NN 29 388 44 14,538 1 

DT 25 267 31 14,676 1 

LR 18 268 29 14,684 1 

MLP 36 506 76 14,381 1 

RF 20 255 30 14,694 1 

SVM 33 355 22 14,589 1 

Karacadag 

K-NN 496 0 0 0 14,504 

DT 412 0 0 1 14,587 

LR 356 0 0 0 14,644 

MLP 351 0 0 0 14,649 

RF 326 0 0 1 14,673 

SVM 358 0 0 0 14,642 

 

When Table 14 was examined, 72,925 pieces from K-NN algorithm, 73,359 pieces from DT algorithm, 73,370 pieces from 

LR algorithm, 73,132 pieces from MLP algorithm, 73,528 pieces from RF algorithm and 73,067 pieces from SVM algorithm 

rice grains were correctly classified. 

 

For all algorithms used in the study, accuracy, error, precision, recall and F1-score average performance measurements and 

kappa coefficient values obtained by evaluating together of morphological and shape features using confusion matrix are given 

in Table 15. 

 
Table 15- Average performance measurements and kappa coefficient values of all algorithms used in classification for 

morphological and shape features 

 

Performance Metrics 
Random 

Forest 

Logistic 

Regression 

Decision 

Tree 

Multi Layer 

Perceptron 

Support Vector 

Machine 

k-Nearest 

Neighbor 

Accuracy (%) 98.04 97.83 97.81 97.51 97.42 97.23 

Error (%) 1.96 2.17 2.19 2.49 2.58 2.77 

Precision (%) 98.00 97.80 97.80 97.50 97.40 97.20 

Recall (%) 98.00 97.80 97.80 97.50 97.40 97.20 

F1-Score (%) 98.00 97.80 97.80 97.50 97.40 97.20 

Kappa coefficient 0.976 0.973 0.973 0.969 0.968 0.965 

 

When the average performance measurement values given in Table 15 are examined, it is seen that the classification accuracy 

for all algorithms is above 97%. It seems that the best classification accuracy belongs to the random forest algorithm with 98.04%. 

The lowest classification accuracy belongs to the k-nearest neighbor algorithm with 97.23%. 

 

For random forest algorithm with the best classification accuracy, the confusion matrix in which morphological and shape 

features are evaluated is given in Table 14. When the table is examined, the accuracy rates of Arborio, Basmati, Ipsala, Jasmine 
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and Karacadag rice varieties are respectively, 96.72%, 98.11%, 99.58%, 97.96%, 97.82%. Figure 7 shows the accuracy rates of 

classification algorithms derived from morphological and shape features for rice varieties used in the study. 

 

 
 

Figure 7- Accuracy rates of classification algorithms obtained from morphological and shape features for all rice varieties 

used in the study 

 

Looking at the classification accuracy rates obtained from morphological and shape features, it seems that the Ipsala rice 

variety has the highest accuracy rate among the varieties. The Arborio variety, on the other hand, has a lower accuracy rate than 

other rice varieties. 

 
Table 16- Confusion matrix obtained using color features of all algorithms 

 

 Algorithm 
Prediction Class 

Arborio Basmati Ipsala Jasmine Karacadag 

A
ct

u
a

l 
C

la
ss

 

Arborio 

K-NN 14,712 9 0 262 17 

DT 14,664 46 3 234 53 

LR 14,842 8 1 134 15 

MLP 14,803 8 0 177 12 

RF 14,784 8 0 190 18 

SVM 14,749 5 0 237 9 

Basmati 

K-NN 43 14,590 1 37 329 

DT 50 14,450 2 39 459 

LR 16 14,859 0 22 103 

MLP 15 14,836 1 16 132 

RF 29 14,681 0 17 273 

SVM 39 14,677 0 76 208 

Ipsala 

K-NN 1 0 14,999 0 0 

DT 2 3 14,992 2 1 

LR 0 0 15,000 0 0 

MLP 0 1 14,999 0 0 

RF 0 0 15,000 0 0 

SVM 1 0 14,999 0 0 

Jasmine 

K-NN 219 8 0 14,747 26 

DT 195 29 4 14,718 54 

LR 104 18 0 14,865 13 

MLP 130 10 1 14,839 20 

RF 101 11 0 14,867 21 

SVM 121 70 0 14,800 9 

Karacadag 

K-NN 57 297 0 63 14,583 

DT 51 421 0 68 14,460 

LR 17 95 0 13 14,875 

MLP 21 79 0 11 14,889 

RF 44 228 0 33 14,695 

SVM 31 196 0 69 14,704 
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When Table 16 was examined, 73,631 pieces from K-NN algorithm, 73,284 pieces from DT algorithm, 74,441 pieces from 

LR algorithm, 74,366 pieces from MLP algorithm, 74,027 pieces from RF algorithm and 73,929 pieces from SVM algorithm 

rice grains were correctly classified. 

 

For all algorithms used in the study, accuracy, error, precision, recall and F1-score average performance measurements and 

kappa coefficient values obtained by evaluating only color features using confusion matrix are given in Table 17. 

 
Table 17- Average performance measurements and kappa coefficient values of all algorithms used in classification for color 

features 

 

Performance Metrics 
Logistic 

Regression 

Multi Layer 

Perceptron 

Random 

Forest 

Support Vector 

Machine 

k-Nearest 

Neighbor 

Decision 

Tree 

Accuracy (%) 99.25 99.15 98.70 98.57 98.17 97.71 

Error (%) 0.75 0.85 1.30 1.43 1.83 2.29 

Precision (%) 99.30 99.20 98.70 98.60 98.20 97.70 

Recall (%) 99.30 99.20 98.70 98.60 98.20 97.70 

F1-Score (%) 99.30 99.20 98.70 98.60 98.20 97.70 

Kappa coefficient 0.991 0.989 0.984 0.982 0.977 0.971 

 

Looking at the average performance measurement values given in Table 17, it seems that the best classification accuracy 

belongs to the 99.25% logistic regression algorithm. The lowest classification accuracy belongs to the decision tree algorithm 

with 97.71%. 

 

For logistic regression algorithm with the best classification accuracy, the confusion matrix in which color features are 

evaluated is given in Table 16. When the table is examined, the accuracy rates of Arborio, Basmati, Ipsala, Jasmine and 

Karacadag rice varieties are respectively, 98.95%, 99.06%, 100%, 99.10%, 99.17%. Figure 8 shows the accuracy rates of 

classification algorithms derived from color features for rice varieties used in the study. 

 

 
 

Figure 8- Accuracy rates of classification algorithms obtained from color features for all rice varieties used in the study 

 

In logistic regression algorithm, Ipsala rice variety, which has 100% accuracy rate among varieties, also reaches the highest 

accuracy rates in other algorithms. Arborio and Basmati varieties, on the other hand, have a lower accuracy rate than other 

varieties. 
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Table 18- Confusion matrix obtained using morphological, shape and color features of all algorithms 

 

 Algorithm 
Prediction Class 

Arborio Basmati Ipsala Jasmine Karacadag 
A

ct
u

a
l 

C
la

ss
 

Arborio 

K-NN 14,947 0 0 34 19 

DT 14,924 0 4 38 34 

LR 14,952 4 1 31 12 

MLP 14,971 0 0 18 11 

RF 14,969 0 0 21 10 

SVM 14,973 0 0 18 9 

Basmati 

K-NN 0 14,963 0 37 0 

DT 0 14,954 1 45 0 

LR 4 14,975 0 21 0 

MLP 0 14,985 0 15 0 

RF 0 14,981 0 19 0 

SVM 0 14,946 0 54 0 

Ipsala 

K-NN 0 0 15,000 0 0 

DT 5 1 14,990 4 0 

LR 2 1 14,995 2 0 

MLP 0 0 15,000 0 0 

RF 1 0 14,999 0 0 

SVM 0 0 15,000 0 0 

Jasmine 

K-NN 23 3 0 14,973 1 

DT 24 38 5 14,932 1 

LR 30 24 0 14,945 1 

MLP 9 4 0 14,986 1 

RF 16 3 0 14,981 0 

SVM 8 12 0 14,979 1 

Karacadag 

K-NN 32 0 0 1 14,967 

DT 33 0 0 1 14,966 

LR 19 0 0 2 14,979 

MLP 12 0 0 0 14,988 

RF 21 0 0 0 14,979 

SVM 12 0 0 1 14,987 

 

When Table 18 was examined, 74,850 pieces from K-NN algorithm, 74,766 pieces from DT algorithm, 74,846 pieces from 

LR algorithm, 74,930 pieces from MLP algorithm, 74,909 pieces from RF algorithm and 74,885 pieces from SVM algorithm 

rice grains were correctly classified.   

 

For all algorithms used in the study, accuracy, error, precision, recall and F1-score average performance measurements and 

kappa coefficient values obtained by evaluating morphological, shape and color features together using confusion matrix are 

given in Table 19. 

 
Table 19- Average performance measurements and kappa coefficient values of all algorithms used in classification for 

morphological, shape and color features 

 

Performance Metrics 
Multi Layer 

Perceptron 

Random 

Forest 

Support Vector 

Machine 

k-Nearest 

Neighbor 

Logistic 

Regression 

Decision 

Tree 

Accuracy (%) 99.91 99.88 99.85 99.80 99.79 99.69 

Error (%) 0.09 0.12 0.15 0.20 0.21 0.31 

Precision (%) 99.90 99.90 99.80 99.80 99.80 99.70 

Recall (%) 99.90 99.90 99.80 99.80 99.80 99.70 

F1-Score (%) 99.90 99.90 99.80 99.80 99.80 99.70 

Kappa coefficient 0.999 0.999 0.998 0.998 0.997 0.996 
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When the average performance measurement values given in Table 19 are examined, it is seen that the classification accuracy 

for all algorithms is above 99%. 

 

It belongs to multi layer perceptron algorithm with best classification accuracy 99.91%. The lowest classification accuracy 

belongs to the decision tree algorithm with 99.69%. Looking at the parameters of performance measurements, it seems that the 

multi-layer perceptron algorithm has the best values. In classification algorithms, the high F1-score value is proof that the 

algorithm performs well in terms of classification accuracy.  

 

For multi layer perceptron algorithm with the best classification accuracy, the confusion matrix in which morphological, 

shape and color features are evaluated with together is given in Table 19. When the table is examined, the accuracy rates of 

Arborio, Basmati, Ipsala, Jasmine and Karacadag rice varieties are respectively, 99.81%, 99.99%, 100%, 99.91%, 99.92%. 

Figure 9 shows the accuracy rates of classification algorithms obtained for rice varieties used in the study. 

 

 
 

Figure 9- Accuracy rates of classification algorithms obtained from morphological, shape and color features for all rice 

varieties used in the study 

 

In the multi-layer perceptron algorithm, Ipsala rice variety, which has a 100% accuracy rate among varieties, also reaches 

the highest accuracy rates in other algorithms. Arborio and Basmati varieties, on the other hand, have a lower accuracy rate than 

other varieties. 

 

5. Conclusions 
 

In this study, a total of 75,000 images of rice grains were obtained from 5 different rice varieties for the classification of rice 

grains. These images were pre-processed with the help of MATLAB software and were cleared of unwanted materials that may 

be present on the image and prepared for the feature extraction stage. 

 

Firstly, 12 morphological features were extracted on the images that had been pre-processed before the classification phase. 

Afterwards, in addition to morphological features, 4 shape features were added and a total of 16 morphological and shape features 

were obtained. In addition, a total of 90 color features obtained from 5 different color space were extracted and a total of 106 

features were obtained where morphological, shape and color features were evaluated together. Morphological features were 

obtained in MATLAB software using regionprops components, and shape features were obtained using these morphological 

features. RGB, HSV, L*a*b, YCbCr and XYZ color spaces were used for color features. With MATLAB software, conversion 

operations were performed to other color spaces using pixel values for each RGB image. After color conversion, a total of 90 

color features were obtained for 5 color spaces using mean, standard deviation, skewness, kurtosis, entropy and wavelet 

decomposition components. 

 

K-NN, DT, LR, MLP, RF and SVM algorithms, which are the most commonly used artificial intelligence techniques, were 

used for classification. Confusion Matrix inferences of algorithms were made and performance evaluation was performed. The 

number of cross-validation iteration folds used to control the generalization ability of algorithms was selected as 10. 

 

The classification accuracy belonging to algorithms are given in Table 20 for morphological features, shape features 

evaluated with morphological features together, color features, and finally, shape and color features evaluated with 

morphological features together. 
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Table 20- Average classification accuracy percentages obtained from feature sets and algorithms used in the study (%) 

 

Feature Sets 
Random 

Forest 

Logistic 

Regression 

Multi Layer 

Perceptron 

Decision 

Tree 

k-Nearest 

Neighbor 

Support Vector 

Machine 

Morphological 97.99 97.83 97.38 97.82 97.15 97.02 

Morphological and Shape 98.04 97.83 97.51 97.81 97.23 97.42 

Color 98.70 99.25 99.15 97.71 98.17 98.57 

Morphological, Shape and Color 99.88 99.79 99.91 99.69 99.80 99.85 

 

Over 97% success was achieved in all algorithms by evaluating only morphological features. The highest classification 

accuracy belongs to the random forest algorithm with 97.99%. In order to increase the success obtained from morphological 

features, 16 pieces morphological and shape features were extracted by adding shape features. 98.04% accuracy was achieved 

by random forest algorithm as the highest classification accuracy. When the studies carried out in the literature were examined, 

it is thought that the success will increase even more after the classifications performed by adding color features in addition to 

morphological and shape features. For this reason, 90 color features were extracted from the color images of rice grains. 99.25% 

accuracy was obtained with logistics regression algorithm as the highest classification accuracy. Finally, a total of 106 features 

of morphological, shape and color features together were extracted, resulting in a classification accuracy of over 99% in all  

algorithms. The highest classification accuracy belongs to the multi-layer perceptron algorithm with 99.91%. F1-score values 

obtained from classification algorithms appear to be high. This is proof that the algorithms used perform well in terms of 

classification accuracy. In addition, when examining the kappa coefficient values used to measure the reliability of classification 

algorithms, it is possible to reach an interpretation that a very good level of compliance is achieved. In our classification results, 

it can be seen that the increase in the quality and number of features used in the study contributed positively to the success of 

classification. When the confusion matrix and performance measurement values of the algorithms used were examined, it was 

seen that the Ipsala variety reaches the highest performance values in all feature sets. The Arborio variety, on the other hand, has 

a lower accuracy rate than other varieties. The results show that this study can be successfully used to classify various varieties 

of rice.  

 

6. Discussion 
 

With 106 features used in the study, feature extractions can be made on other rice varieties. Using the data obtained, a machine 

can be designed that can perform calibration operations or separation of unwanted materials from varieties by designing an 

automatic image-taking system to distinguish rice varieties. 

 

In the 106 features used in the study, the classification process can be performed with these features by identifying the features 

that are decisive. A database can be created for the features of rice by increasing the number of rice varieties. This database can 

be adapted to a mobile application and made available in the field of Agriculture. Through this application, determination of rice 

varieties, determination of physical features, etc. information can be accessed instantly. 
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