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ABSTRACT 
Soil is the substance most likely to meet nature and dirt people, vehicles, and clothing, especially in 
outdoor. Both source material and soil samples can be damaged during industrial and criminal 
investigations. Therefore, there is a need for detection, examination, and identification systems that can 
minimize contact with forensic evidence and provide accurate results with fewer samples. The study 
aims to determine the type of soil using a low-cost, easily accessible, and highly sensitive system that 
can be used easily without interference from the surface properties of the textile or destruction of the 
structure of the dirt. The working sites and areas of samples to be collected were determined according 
to the purpose of the study. In this context, samples of the most common soil types were taken from the 
lands in the Aegean Region of Turkey. Different types of substances were applied and dirtying on the 
collected samples. The newly formed samples were heated with a heating surface and allowed to cool. 
During this process, a thermal video was recorded, and feature extraction was performed. 165 samples 
were obtained from 55 tests. As a result, it is seen that the proposed method can detect samples with 
97% accuracy. 
 
Keywords: Thermal Image, Fabric, Non-Destructive Testing, Material, Soil, Machine Learning, 
Classification. 

 
 

1. INTRODUCTION 
In contemporary times, the significance of error, 
contamination, and defect analysis founded 
upon artificial intelligence has been 
progressively growing within the textile 
industry. Research endeavors within this 
domain hold substantial promise for the 
identification of flaws and imperfections in 
manufacturing processes, the enhancement of 
product quality, and the reduction of operational 
expenses. Projections articulated in this context 
underscore the escalating adoption of artificial 
intelligence, notably within the textile sector, 
which has historically relied upon manual labor-
intensive methodologies [1-2]. Notably, the 
predominant arena in which artificial 
intelligence finds widespread application in 
textiles is quality control, wherein it is 
instrumental in the detection of production 

faults [3], predictive maintenance [4-5], and 
defect detection [6–8]. These applications are 
especially prevalent in quality control initiatives 
utilizing data modalities such as time series and 
image analysis. 
 
Methods used for the analysis of textiles in the 
investigation of judicial cases are divided into 
three; mechanical, chemical, and optical 
investigation. Investigation of fibers after being 
collected from the crime scene using materials 
like tweezers or sticky tape sets an example to 
the mechanical investigation method [9]. 
Mechanical investigation of features such as 
fiber transfer, pressing of textile bodies on other 
materials and damage to the materials, could 
give important data about textile dirt. While the 
material on the surface of a textile can be 
investigated, chemical investigation is used in 
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the detection of any chemical or fluid dirt. The 
major disadvantage of chemical investigation is 
that the sample goes into a chemical reaction 
and the evidence generally gets irreversibly 
disrupted. Using the limited number of samples 
and making the most efficient use of the sample 
investigation are the basic objectives in judicial 
cases. In research of Hoffman et. al. [10] studied 
the impacts of washing parameters used by the 
criminals for the spoliation of evidence and the 
problem of the detection method to be used in 
case of such washing. They managed to detect 
blood dirt on fabric using dyestuff and 
ultraviolet lighting techniques after the washing 
process including the effect of machine, 
detergent, or temperature. On the other hand, 
the ultraviolet lights used in this method can 
lead to damage to the sample if applied for an 
extended time and the dyestuff used to obtain a 
shining effect in ultraviolet light disrupts the 
chemical structure. 
 
The optical investigation has become a popular 
area with the recent development of image 
processing techniques. Optical investigation 
methods are divided into three as basic image 
processing, image scaling, and image 
wavelength investigation. Basic image 
processing is the most common optical 
investigation method. In this method, properties 
of evidence like a dirt, color change, trace, and 
size are investigated [11–14]. These methods 
are fast, practical, and cost-efficient. In 
research, Arthur et. al. [15] tried to detect the 
structural characterization of blood splash and 
the direction of the blood on the surface in 
judicial cases. This method was reported to have 
the potential to generate quantitative data 
rapidly and efficiently by applying various 
types of blood dirt.  Murray et. al. [11] 
conducted a research to investigate a murder 
case in Australia to find out how the soil was 
transferred to the clothing, based on the fact that 
the victim was attacked in the garden as there 
was soil on victim’s clothing and there was the 
soil in the front garden. As the fabric dirtying 
method, they transferred soil to the brassiere by 
mainly rubbing the brassiere. The brassiere 
wrapped with a 2-kg weight was rubbed on the 
soil to obtain intact dirt patterns on the fabric 
without removing out the weight. Although the 
dragging method was the only method used in 
the research, a white pattern-free fabric was 
used to better define the image of the dirt 
transferred with rubbing method. In 2016, 

Murray et. al. [12-13] carried out a research 
where they tested cotton, nylon, polyester and 
cotton blend and the stitches and buttons of the 
clothing together with polyester fabric. Using 
the image processing method, they defined the 
patterns appearing on every kind of fabric and 
button following the transfer. In 2017, Murray 
et. al. [14] repeated their previous laboratory-
based soil transference experiment by dragging 
a mannequin of 55-kg weight in areas with 
natural and anthropogenic soil types under both 
wet and dry soil conditions. 8 patterns were 
determined in laboratory environment whereas 
the transfer model set was expanded in this 
method by determining 12 patterns. Three 
studies carried out by Murray et. al showed that 
a plain white fabric was used to better define the 
pattern after the transfer. In the research carried 
out by the researchers in 2016, it was seen that 
wearing the brassiere externally and direct 
dragging process decrease the ecological 
validity of the research, and this was rarely 
possible to be experienced. Underwear such as 
brassiere are generally white or unicolored. 
Color separation in these kinds of fabrics can be 
performed with traditional image processing or 
color comparison methods. On the other hand, 
there may be various color scales and patterns 
in fabrics used for outerwear. For this reason, 
color imaging in the invisible ranges of the light 
spectrum rather than the traditional image 
processing methods is preferred. 
 
Invisibly tiny traces, fibers, cuts, holes, etc. are 
investigated with scaling [16-17]. Fitzpatrick 
and Raven, in their investigation of the cold file 
of a 1983 murder, used morphological 
observations with the naked eye and scanning 
electron microscopy (SEM), chemistry, 
traditional laboratory A comparative study was 
conducted including beam diffraction (XRD) 
and synchrotron µ-XRD methods [17]. 
Robertson et. al. [16] gave examples to the 
mechanical investigation of forensic textile 
surfaces in terms of their disruption by cutting, 
holing, animal-based injury, rubbing, etc. When 
carrying out investigation by changing 
wavelength reactions given to infrared and 
ultraviolet regions are examined as well as the 
sensitive reactions to visible spectrum [10]. 
Spectroscopic analysis among the wavelength 
analysis methods is a process where the 
properties of a substance are analyzed through 
absorbed particles, light, or sound. This is a 
method determining the molecules’, ions’, and 
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cores’ levels of quantization of energy. It is not 
dependent on chemical investigation and causes 
no damage to the sample during investigation 
[9]. In their research, Kern et. al.[18] used the 
spectroscopy method to analyze the dirt on the 
trousers of an individual considered to be 
exposed to violence. They reported that a fast 
analysis could be performed using a limited 
number of samples with this method. Pirrie et. 
al [19] used the microscopic analysis in their 
research to detect location in forensic soil 
investigation. Microscopic analysis with 
spectroscopy provides rapid results. It can be 
performed with small samples and without any 
harm to the samples. However, the greatest 
disadvantage of the method is that the 
spectroscopy device is expensive and not easily 
accessible. Point analysis is performed using the 
spectroscopy device and only a single point on 
the sample is examined. Chang et. al. addressed 
the advantages and disadvantages of Fourier-
transform infrared spectroscopy (FTIR), Raman 
spectroscopy and elemental analysis methods 
used in forensic investigations [20-21]. The 
thermal imaging system is one of the alternative 
methods used in forensic investigation. 
Evidence regarding the temperature traces-
patterns remaining on the materials in the crime 
scene or whether they were used can be revealed 
with this method [22]. Mapping temperature 
change/cooling of body parts [23] and vascular 
pattern recognition [24] set examples to forensic 
medicine practices. Heating with a light source, 
chopping mechanism, and thermal camera 
systems are developed to investigate samples to 
view the contrasts of chemicals [25-26]. Unlike 
spectroscopic analysis, the sample is not 
damaged in image processing, and it can be 
reused more than once. However, soil color 
with image processing in colored fabrics could 
generate inaccurate results. The aim of the study 
is to develop a cost efficient, color-independent, 
and easily applicable system for the analysis of 
the fabrics as the spectroscopy device is costly, 
the image processing technique has certain 
disadvantages like causing troubles in the 
analysis of colored fabrics and no example of 
the use of thermal camera in analysis in the 
literature.  
 
Non-destructive testing (NDT) includes all 
techniques such as imaging, classification, or 
segmentation using techniques such as acoustic, 
optoelectronic, capacitive, and electromagnetic 
methods that are used to detect defects, 

contaminants, and foreign materials without 
affecting the function or reliability of the 
material. NDT methods include important 
optical methods used to detect defects and dirt 
in fabrics. These methods focus on detecting 
fabric surface imperfections, defects, or dirt 
without destroying them. Among the optical 
methods, techniques such as visual inspection, 
image processing [8, 27], infrared (IR) [28-29] 
imaging and ultraviolet (UV) [6] illumination 
offer effective tools to detect defects without 
disrupting the structural integrity of fabrics and 
disrupting production processes. In this way, 
quality control and product evaluation 
processes in industrial and commercial areas 
become more efficient and reliable. NDT is 
commonly used in the composite material or 
metal fabrication industry to understand and 
evaluate the properties, condition and quality of 
tested objects for quality control purposes [30–
33]. Conventional NDT testing methods mainly 
consist of methods for measuring the reflection, 
absorption, or penetration of signals emitted 
from a signal source from the sample under test 
and inspecting them with an image. 
 
In post-event crime scene investigations, any 
material that would help clarification of the 
event either directly or indirectly is considered 
as evidence. Many disciplines such as 
chemistry, mechanics, textiles, electronics, 
computers, history, geography, and psychology 
are used in crime scene investigation, evidence 
collection and analysis processes [34–37].  
Investigation of judicial processes consists of 
four basic steps as the collection of evidence, 
visual inspection, chemical analysis, and 
mechanical analysis, respectively. Everything 
in a crime scene that could possibly have an 
evidential value must be collected in the fastest 
and most intact manner. During the visual 
inspection, the evidence is examined in terms of 
various aspects such as structure, color, dirt, and 
damage. When it is not possible to obtain 
sufficient information through visual 
inspection, interaction with chemicals is studied 
and/or mechanical investigation is performed to 
gain in-depth information to understand the 
reason behind the change. Although the 
evidence must not get lost or disrupted during 
these processes, the structure of the evidence 
generally gets disrupted following chemical and 
mechanical analysis. Therefore, chemical and 
mechanical analyses are performed in the final 
part of the evidence inspection process [21, 34].  
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The study aims to develop a new, practical, and 
cost-efficient method for the detection of soil-
based dirt on textile surfaces as well as the 
detection of the soil type. Expected goals and 
contributions of the system are listed as follows: 
 It can identify soil type with high accuracy 

without disrupting the structure of soil-based 
dirt. 

 It is a visual system that is not affected by 
parameters like a pattern or paint on the 
textile surface. 

 It is an easily accessible system with 
reasonable cost compared to systems like 
spectroscopes. 

 The system is affordable and accessible and 
can easily be operated by the police and 
forensic scientists.  
 

In the following sections of the study, the 
related studies, materials, and methods used are 
presented in this study, respectively. Afterward, 
the results are discussed, and the conclusion part 
is presented. 
 
2. MATERIAL AND METHOD 
The general method to be followed within the 
scope of the study is shown in Figure-1. 
Accordingly, first, fabric and soil samples are 
collected. Then, fabric samples are dirtied with 
soil samples. Thermal video is recorded when 
heating and cooling the dirtied samples on the 
surface. Time-histogram features of the 
temperature change on the dirtied area are 
extracted from the thermal video recording. The 
features obtained are subjected to machine 
learning and the great soil types are classified. 
In the following parts of the study, sample 
collection, heating, and thermal recording 
system, video processing and machine learning-
based classification processes are presented in 
detail, respectively. 
 

 
Figure 1. General method flowchart. 

 
2.1. Soil Samples 

Uşak province in Turkey was selected as the 
research field thanks to the rich diversity of its 
soil. Lands on the site change from an 
approximate height of 430 m up to 2309 m in 
Kartaltepe (Mount Murat). Besides, the site has 
a transition climate, leading to diversification of 
the plant cover and climatic conditions affecting 
the soil generation. When topography, geology, 
hydrography, and elevation factors were 
considered, favorable conditions were formed 
for the observance of 11 different great soil 
groups in this area. The main soil types 
observed in this area according to the 1949 
American soil classification system were 
included in the research which is presented in 
Table 1 according to 1949 Soil Classification 
[38] and samples are shown in Figure 2. The soil 
maps prepared by the Turkish Republic Prime 
Ministry General Directorate of Rural Services 
for Agricultural Usage according to 1949 Soil 
Classification has been used during the 
mapping process. The locations and distribution 
of soil types in Uşak province are shown in 
Figure 3. This classification was developed in 
1949 by Guy D. Smith and James Thorp [38], 
but is still used today in Turkey. This 
classification was preferred as it is the most 
valid type of classification used in soil mapping 
in Turkey. ArcGis 10.2 software was used for 
drawing maps. Samples used in the research 
were collected from horizons O and A forming 
top soil, which were more likely to leave dirt in 
case of contact with clothes. Other horizons 
were not included in the sample group as they 
had a fewer probability of contact. Particular 
attention has paid to the fact that soil samples to 
be collected were from the locations to be best 
representing the relevant great soil group. Sites 
with a height varying from 500m to 1100m, 
representing the land in general, were 
considered while selecting the samples.  
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Figure 2. Soil samples. 
 

Figure 3. Soil sample map. 
 

The soil at all levels of lime accumulation from 
low to high are available throughout the 
province [39]. All samples collected from the 
site involved lime. Therefore, all soils reacted 
with acid while the level was rather low in 
alluvial soils (Table 2). 86% of the soil used in 
agriculture in the research site contains a high 
amount of potassium. pH reaction of soil is of 
alkali nature in 79% and is neutral in 18%. Most 
of the soil is clay loamy, corresponding to 51%. 
43% of the soil is loamy [39]. In terms of soil 
texture, soils vary from easily crumbling sandy 
soil to clay loam, even clay deposits are 
encountered (Table 2). In terms of granular size 
and collection, soil types varying from platy to 

single granular soil are observed. 77% of the 
soil in the province is poor or very poor in 
organic substances whereas 76% of them are 
poor or very poor in phosphor (P2O5)  [39]. The 
color of soil was mainly affected by the 
minerals they contain, the climate and its 
structure. The Munsell color system was used in 
the color determination. The color 
determination was performed by the 
researchers. It was observed that there was soil 
in several different colors from dark red to 
green. Organic substances were abundant in all 
samples and horizons O and A had a darker 
color (Table 2). A different land cover was 
formed on the samples collected from the 
research site (Table 3). Steppe plants and forests 
are widespread particularly on steep or arid 
lands where agriculture is difficult. Samples of 
agricultural sites, as well as naturally grown 
forests, are available. The natural plant cover is 
preserved in all non-agricultural areas of the 
sample sites. Oak and red pine trees (Pinus 
brutia Ten.) are widespread in the woodlands 
where the samples are collected. As for the 
land’s forests are unable to grow, continental 
climate is observed in higher areas while plant 
communities of the Mediterranean climate are 
found in lower areas. 
 

 
Table 1. Properties of soil samples. 

Sample 
No Great Soil Groups Soil Order Soil Suborder Classification 

(1974) Pedogenic Process 

S01 Noncalcic Brown Forest 
Soils Zonal Soil of the forest-grassland 

transition Cambisols Decalcification 

S02 Brown Forest Soils Intrazonal Calsimorfic Cambisols Calcification & 
sedimentation 

S03 Rendzina Intrazonal Calsimorfic Rendzina, 
Leptosol Calcification 

S04 Chestnut Zonal 
Dark-colored soils of 

semiarid sub humid and 
humid grassland 

Kastanozems Calcification 

S05 Rendzina (Clay rich) Intrazonal Calsimorfic Rendzina Calcification 

S06 Andosol Azonal - Andosol 

Weathering, mineral 
transformation, 
hydrolysis & 

decalcification 

S07 Brown soils Zonal Light colored soils of arid 
regions Cambisols Calcification 

S08 Colluvial Regosols Azonal - Arenosols Alluvium and colluvium 

S09 Reddish Chestnut Zonal 
Dark-colored soils of 

semiarid sub humid and 
humid grassland 

Kastanozems Calcification & 
oxidation of Fe 

S10 Alluvial Azonal - Fluvisols Alluvium & colluvium 

S11 Noncalcic Brown soils Zonal Soil of the forest-grassland 
transition Luvisol Decalcification 
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Table 2. Physical components of soil samples. 
Sample 

No 
Altitude 

(m) Munsell Color Acid 
Reaction Texture Structure 

S01 909 10R (3/6) Dark Red + Silty Clay Laom Single granular 
S02 783 7,5YR (4/6) Strong Brown + Sandy Laom Single granular 
S03 743 7,5 YR (6/3) Light Brown + Silty Clay Laom Platy 
S04 762 10R (3/3) Dusky Red + Silty Clay Laom Single granular 
S05 616 5Y (5/2) Olive Gray + Silty Clay Single granular 
S06 574 10R (5/2) Weak Red + Clay Laom Single granular 
S07 978 7,5 YR (4/4) Brown + Clay Laom Single granular 
S08 1059 7,5 YR (5/4) Brown + Sandy Laom Granular 
S09 929 10R (4/4) Weak Red + Silty Clay Laom Single granular 
S10 879 7,5 YR (2,5/3) Very Dark Brown + Clay loam Single granular 

S11 918 2,5 YR (2,5/4) Dark Reddish 
Brown + Silty Clay Laom Single granular 

 
Table 3. Land use properties on soil samples areas. 

Sample 
No Land Use CORINE Land Cover Class 

CORINE Land 
Cover 

Nomenclature 
S01 Agriculture Non-irrigated arable land 211 
S02 Forest (Pinus brutia) Coniferous forest 312 
S03 Forest (Quercus cerris L.) Broad-leaved forest 311 
S04 Agriculture Non-irrigated arable land 211 
S05 Forest (Quercus cerris L.) Broad-leaved forest 311 
S06 Forest (Quercus cerris L.) Broad-leaved forest 311 
S07 Agriculture Non-irrigated arable land 211 
S08 Forest (Junperus oxycedrus L.) Mixed forest 313 
S09 Agriculture Non-irrigated arable land 211 
S10 Agriculture Permanently irrigated land 212 
S11 Agriculture Non-irrigated arable land 211 

2.2. Fabric Samples 
Textile surfaces are divided into three groups as 
knitted, woven and nonwoven surfaces. Knitted 
shirt fabrics were used in this research. Woven 
fabrics contain 3 different types of weaving as 
plain weave, twill, and satin. Woven shirt 
fabrics used in this research are made of the 
blend of these types of weaving and are shown 
in Figure 4. Fabrics have different parameters of 
composition, design, color, and weight, which 
are shown in Table 4 in detail. Design/color 
indicates the design and colors of the samples. 
Weight means the fabric’s gram weight per 
square meter. Composition means the blending 
proportion of different types of fibers making 
up the fabric. Sample 1 is a 160 gr/m2 blend of 
cotton polyester and elastin in black and white 
design. Sample 2 is a 115 gr/m² blend of lycra 
and cotton in a red and white plaid design. 

Sample 3 is a 210 gr/m² blend of polyester and 
elastin in indigo plaid design. Sample 4 is a 200 
gr/m² brown satin and cotton fabric. Sample 5 is 
a 165 gr/m² dark blue cotton plaid fabric. 
 

 
Figure 2. Image of fabric samples. 
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Table 4. Properties of fabric samples 
Sample No Design/Color Weight (gr/m²) Composition (%) 

T01 Black and White 160 49% Cotton + 49%Polyester+ 2%Elastin 
T02 Red and White plaid 115 30%Lycra+ 70% Cotton 
T03 Indigo plaid 210 48%Cotton + 47%Poliester + 5%Elastin 
T04 Brown satin 200 100%Cotton 
T05 Blue plaid 165 100%Cotton 

2.3. Dirtying Process 
Like the method used by Murray et. al.[11–13] 
rubbing against soils with a certain amount of 
weight was applied in this research (Fig. 5). The 
method can also be used by the police and 
forensic scientists as a cost-efficient and easily 
applicable forensic soil investigation method. 
Fabric samples are dirtied with soil samples 
using the system presented in Figure 5. First, 
soil samples collected from 11 different regions 
were conditioned at room temperature in this 
research. 55 dirtying processes were performed 
on 5 different fabric samples using soil samples 
collected from 11 different regions of Uşak 
province. As seen in Figure 5-a and Figure 5-b, 

the fabric was tightly wrapped using a handle 
with the help of a pin. Fabric that was tightly 
fixed on the handle was placed into the area 
arranged in the handle section with a 2 kg 
weight on it as seen in Figure 5-c and Figure 5-
d. Inside the dirtying pool, the fabric with 
weight was rubbed from left to right for 2 
minutes with the help of the handle as seen in 
Figure 5-e. Upon the completion of the dirtying 
process, the fabric was separated from the 
handle as seen in Figure 5-f. When the dirtying 
process was ended, the fabric sample was 
placed on the heater surface.   

 

 
(a) (b) (c) (d) (e) (f) 

Figure 3. Fabric dirtying method steps: a- Wrapping the fabric around the handle tightly with the help 
of a pin, b- Image of the fabric before the dirtying, c- Preparing 2 kg weight, d- Placing a 2 kg weight on 

the fabric, e- Rubbing the fabric with a weight against soil from the left to the right for 2 minutes, f- 
Separating the fabric dirtied with soil. 

2.4. Thermal Non-Destructive Test Setup 
As is seen in Figure-6, the thermal NDT system 
consists of a thermal investigation unit, thermal 
camera, power source, heater controller and a 
heater surface. After the dirtying process, the 
fabric sample de-attached from the 2kg weight 
and the handle. The dirtied fabric sample is 
placed on the heating surface. The heater 
surface is a 30x30 cm resistive plate, which can 
be adjusted up to 150 °C with a direct current 
(DC) applied from the power source. The power 
supply can supply a 12V 12A DC from 

alternating current and provides power to the 
heater unit with the help of the heater controller 
in the system. There is a thermistor temperature 
sensor in the middle of the heater surface. The 
value measures on the temperature sensor are 
sent to the heater control unit for feedback. The 
heater control unit ensures that the heater 
surface remains in the desired temperature with 
the Proportional Integral Derivative (PID) 
control [40]. Arduino Mega and Ramps 1.4 
circuit is used as a control unit [41]. The heater 
control unit is connected to the thermal 
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investigation unit with a USB and the desired 
temperature is adjusted on the Thermal 
Investigation Unit. The thermal camera is of 
Testo 871 brand and model. The thermal camera 
can deliver live stream. The thermal camera is 
directly connected to the thermal investigation 
unit through Wi-Fi. As is shown in Figure-7, the 
thermal experiment process occurs first in 
heating, then in the cooling process. Yet, 
samples are kept at 25°C room temperature with 
45±10% humidity rate for at least 30 min. 
before the thermal experiment. In the heating 
process, the sample is placed on the heater 
surface. The heater is heated up to 40°C from 
25°C. It takes around 13 seconds for the heater 
surface to increase up to 40°C from 25°C 
without a sample on it. The heating process 
takes 1 min. In this process, the time reaching 
up to 40°C varies. The temperature of the heater 
is adjusted to 25°C following the waiting 
process and the sample is kept for cooling for 1 
minute. It takes around 24 seconds for the heater 
plate to cool down to 25°C from 40°C without 
a sample on it. 
 

 
Figure 4. Thermal investigation setup. 

 

 
Figure 5. Heating and cooling process. 

 
2.5. Thermal Image Processing and Feature 
Extraction 
Images received from the thermal camera were 
recorded with 30 squares per second. 
Temperature values in thermal video images are 
shown with the grey color map. In the gray color 
map, lower temperature values are represented 

by black, intermediate values are represented by 
gray and higher temperature values are 
represented by white color. The temperature 
scale is fixed during thermal image recording, 
the lowest temperature adjusted as 25 whereas 
the highest temperature value is adjusted as 40 
degrees. A sample recording obtained during 
the recording of a dirtied fabric is displayed in 
Figure-8. 
 
Feature extraction from histogram expected 
values of the image was performed to monitor 
the time-bound change of the video record taken 
throughout the thermal investigation process 
and to extract features. Equation 1 was used for 
the expected value calculation. Pixel values are 
the single channel on the grayscale, changing 
from 0 to 255. The value obtained with the 
multiplication of each pixel value’s probability 
value P(x) in the image, gives E[x], which 
indicates the expected value of the image. The 
expected value change in heating and cooling 
processes in a sample image is shown in Figure-
9.  Two types of feature extraction were 
performed: the statistical feature extraction 
from the signal coming out of the time-bound 
change of the expected values and utilization of 
the parameters of curve fitting as a feature.  
 
𝐸𝐸[𝑥𝑥] = (∑ 𝑥𝑥 ∗ 𝑃𝑃(𝑥𝑥)255

𝑥𝑥=0 ),        (1) 
 
Statistical features are maximum, minimum, 
mean, standard deviation, Root Mean Square 
(RMS), Crest, Kurtosis and Entropy values. 
These values are calculated individually for 
heating and cooling processes, making up a total 
of 14 features which are presented in Table-5. 
These calculations are made over time series of 
N number of x values. As is seen in Figure-9, 
there are slight fluctuations in heating and 
cooling processes. Curve fitting was used for 
this purpose to extract the characteristic state of 
data. Two curve fitting functions are used for 
feature extraction: logistic function in the 
heating section of the graph and exponential 
function in the cooling section. The logistic 
function h(t) used in the heating section is 
presented in Equation-2. Here, t is used as the 
time variable, e as the natural logarithm, ah as 
the maximum value of the curve, bh as the 
logistic growth rate and ch as the mid-point of 
sigmoid. In the cooling section, the negative 
mark in front of the b value in the same equation 
is changed to positive. In the cooling section, 
c(t) presented in curve fitting function 
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Equation-3 is used. Here, t is used as the time 
variable, e as the natural logarithm, ac as the 
exponential multiplier, bc as the exponential 
growth rate and cc as the offset value. 
 

𝑐𝑐(𝑡𝑡) = 𝑎𝑎𝑐𝑐 × 𝑒𝑒−𝑏𝑏𝑐𝑐×𝑡𝑡 + 𝑐𝑐𝑐𝑐 ,        (2) 
 
ℎ(𝑡𝑡) = 𝑎𝑎ℎ

1+𝑒𝑒−𝑏𝑏ℎ×(𝑡𝑡−𝑐𝑐ℎ)         (3) 

 

 
Figure 6. Dirtied fabric thermal image

 
Table 5. The statistical features. 

Feature Equation Explanation 

Maximum max(x) Maximum value of histogram expected value time 
series 

Minimum min(x) The minimum value of histogram expected value time 
series 

Mean µ =
1
𝑁𝑁
�𝑥𝑥𝑖𝑖

𝑁𝑁

𝑖𝑖=1

 Sum of all x values divided by the number of values N 

Standard 
Deviation 𝜎𝜎 = �

1
𝑁𝑁 − 1

�(𝑥𝑥𝑖𝑖 − µ)2
𝑁𝑁

𝑖𝑖=1

 
The Standard Deviation is a measure of the amount of 

dispersion of x values 

Root Mean Square 𝑥𝑥𝑅𝑅𝑅𝑅𝑅𝑅 = �
1
𝑁𝑁
�𝑥𝑥𝑖𝑖2
𝑁𝑁

𝑖𝑖=1

 The square root of the mean square of x values 

Crest Factor 𝐶𝐶 =
�𝑥𝑥𝑝𝑝𝑒𝑒𝑎𝑎𝑝𝑝�
𝑥𝑥𝑅𝑅𝑅𝑅𝑅𝑅

 
Crest factor indicates how extreme the peaks are in an 

N length x time series 

Kurtosis 𝐾𝐾 =
∑ (𝑥𝑥𝑖𝑖 − �̅�𝑥)4𝑁𝑁
𝑖𝑖=1

(𝑁𝑁 − 1)𝑠𝑠4
 Kurtosis describes the shape of a probability 

distribution of x values. 

Entropy 𝐻𝐻 = −�𝑃𝑃(𝑥𝑥𝑖𝑖) × log2 𝑃𝑃(𝑥𝑥𝑖𝑖)
𝑁𝑁

𝑖𝑖=1

 The entropy can also be interpreted as the average rate 
at which information is produced by data. 

Figure 7. Curve fitting based feature extraction. 
 

2.6. Classification With Machine Learning 
The machine learning methods used in the study 
are summarized in Figure 10. The performance 
characteristics of statistical and curve fitting 
features which are used as input parameters 
were first used separately and their performance 
was examined, and then better characteristics 
were selected as a hybrid feature set from these 
two feature sets. The methods K-Nearest 
Neighbors (KNN) [42], Decision Tree (DT) 
[43], Random Forest (RF) [44, 45] and 
Adaptive Boosting (AdaBoost) [46, 47] were 
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used as learning algorithms. K-fold cross-
validation is a method used in the performance 
evaluation of learning algorithms [48, 49]. In 
this study, the K value was chosen as 10. The 
performance metrics of classification are 
chosen as accuracy, precision, F1 and Recall 
which are outlined in Table 6 [3, 50, 51]. TN, 
TP, FN and FP values are the numbers of true 
negatives, true positives, false negatives and 
false positives in confusion matrix [52]. 
 

 
Figure 8. Machine learning inputs. 

 
 
 
 
 
 

Table 6. Classification metrics. 
Metric Equation 

Accuracy A =
TN + TP

TP + TN + FP + FN
 

Precision P =
TP

TP + FP
 

F1 Score F1 =
P + R

2
 

Recall R =
TP

TP + FN
 

 
2.7. Relief-F Feature Ranking 
Relief algorithms are based on evaluating 
features by measuring distances between 
adjacent samples [53, 54]. In the Relief-F 
ranking algorithm, a W vector whose attribute 
number is n length is created to store the weight 
values of the features. This value is calculated 
for each attribute. The ReliefF score of the 

feature is obtained from samples. Firstly, 
random sample selection is made within the 
iterations. If the sample closest to the selected 
sample is in the same class, it is labelled as “hit” 
otherwise it is labelled as "miss". In the next 
step of the algorithm, the nearest "hit neighbor" 
and the nearest "miss neighbor" are found. For 
each feature, the W weight vector is updated by 
performing the operation in Equation-4. Here j 
gives the feature number and i gives the 
iteration number. diff (feature, sample1, 
sample2) calculates the difference between two 
different samples within the same feature. This 
value takes the value 0 or 1 in categorical data 
and takes the value in the range [0 1] for 
numerical values. By dividing by the value of 
m, all Wi values are kept within the range of [-
1 1] [41]. In this study, Euclid's norm is used as 
a distance criterion in Relief algorithms, but the 
Manhattan norm is also used in ReliefF 
algorithm. 
 
𝑊𝑊𝑗𝑗

𝑖𝑖 = 𝑊𝑊𝑗𝑗
𝑖𝑖−1 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝐴𝐴,𝑅𝑅,𝐻𝐻)/𝑚𝑚 +

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝐴𝐴,𝑅𝑅,𝑀𝑀)/𝑚𝑚,                                   (4) 
 

3. RESULTS AND DISCUSSION 
The method and system developed within the 
framework of the purpose, 11 soil samples, and 
5 fabric samples, making up a total of 55 sample 
dirtying processes, were available. Each sample 
was calculated 3 times, leading to a total of 165 
data. 8 statistical and 6 curve fittings were used 
to extract features from each sample. 
Correlation values the features obtained 
corresponding to the relevant soil type and the 
fabric type are presented in Figure-11. 
Considering these values, meanh, stdh and 
entropyh respectively, are the three variables 
with the highest correlation coefficient for soil 
type.  
 
The effect of composition and weight features 
of the fabrics on the rate of temperature change 
was examined in the study. The rate of 
temperature change occurring in the first 10 
seconds of the heating process on fabric type 
basis is shown in Figure-12. The values 
represent the mean value of the expected value 
change per second within the first 10 seconds. It 
can clearly be seen from the graph that the 
heating ratio of 49% and 47% polyester samples 
in unit time is higher compared to others. In 
terms of weight, it is seen that higher weight 
fabrics generally get heated in a faster manner. 
In Figure-11, fabric sample No 3 is the type of 

max h
min h

mean h
std h

rms h
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kurtosis h
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a h
b h
c h
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fabric heated the fastest with a value of 23.782 
E(x)/sec. The type of fabric heated the slowest 
is the fabric sample no 5, with a value of 22.687 
E(x)/sec. Literature has presented results 
indicating that temperature change of fabrics 
should be faster with the increase in the amount 
of polyester and a decrease in weight. Yet, these 
results cannot be seen directly in Figure-12 [56]. 

For example, although sample 3 was heated 
faster than sample 1, Figure-12 showed that it 
got heated slower. This is because samples are 
dirtied with soil. Temperature changes of dirtied 
and raw fabrics will be measured in future 
studies. 
 

 
Figure 9. Feature absolute cross-correlations coefficients. 

 

 
Figure 12. Heating maximum value comparison 

according to fabric type. 
 

Three different feature clusters were compared 
for classification with ensemble machine 
learning. 14 statistical features were used in the 
first feature cluster. 6 features obtained with 
curve fitting were used as the second feature 
cluster. A hybrid feature cluster was prepared as 
the last feature cluster. While determining the 
hybrid feature set, 10 features with the highest 
score are selected by using ReliefF feature 
ranking method. ReliefF scores of all features 

are shown in Figure-13. The features selected 
according to the ReliefF score are kurtosish, 
meanh, rmsh, stdh, entropyh, entropyc, ch, ac, 
meanc and rmsc, respectively. The kurtosish 
feature, the largest in the selected attribute set, 
has a score of 0.331. Table-7 presents the 
training time, accuracy, f1, precision and recall 
metrics obtained with the application of the 
learning process 5-fold cross-validation by 
using the statistical, curve fitting and hybrid 
features with RF and AdaBoost Learning 
Algorithms. When the Table is examined, it is 
seen that the RF algorithm using hybrid features 
has the highest accuracy value of 0.976 while 
the KNN algorithm using curve fitting feature 
has the lowest accuracy value of 0.703. The 
confusion matrix of the RF algorithm using a 
hybrid feature possessing the highest accuracy 
value is presented in Figure-14. Accordingly, 
the highest number of false estimations was 4. 
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Figure 10. Feature relief-f ranking scores. 

 
Table 7. Performance metrics according to features and learning algorithms. 

Feature Algorithms Training Time Performance Metrics  
Accuracy F1 Precision Recall 

Statistical 

AdaBoost 0.031 0.903 0.903 0.904 0.903 
KNN 0.022 0.939 0.939 0.946 0.939 
RF 0.081 0.964 0.963 0.965 0.964 
DT 0.052 0.861 0.859 0.868 0.861 

Curve Fitting 

AdaBoost 0.024 0.855 0.855 0.858 0.855 
KNN 0.016 0.703 0.699 0.711 0.703 
RF 0.074 0.933 0.933 0.934 0.933 
DT 0.044 0.788 0.789 0.796 0.788 

Hybrid 

AdaBoost 0.026 0.891 0.891 0.893 0.891 
KNN 0.019 0.958 0.957 0.962 0.958 
RF 0.076 0.976 0.976 0.977 0.976 
DT 0.042 0.873 0.871 0.877 0.873 

 
Figure 11. Confusion matrix of RF learning algorithm using hybrid features. 

 
4. CONCLUSIONS 
The aim of the study is to develop a new, 
practical, and cost-efficient NDT method for the 
detection of soil-based dirts on textile surfaces 
as well as the detection of the soil type. In line 
with this aim, fabric samples tightly wrapped 
around the handle are dirtied in the dirtying pool 
with a 2 kg weight. The sample is then removed 
out of the dirtying pool and placed on the heater 
surface of the thermal investigation system. The 
value measured with a thermistor temperature 
sensor in the middle of the heater surface is 
delivered to the control unit for feedback. The 

thermal experiment process consists of an initial 
heating and a subsequent cooling process. This 
method is more cost-efficient than other 
systems like spectroscopy. In this system, soil 
type could be identified with a high accuracy 
rate without being affected by parameters like 
the pattern or dye and without disrupting the 
structure of the soil-based dirt. Moreover, the 
system can be easily applied by forensic 
scientists. 
 
Soil and fabric effects were assessed through 
165 measurement results of 55 different tests 
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and 3 separate measurements from each test in 
the study. The effect of fabric composition and 
weight on heating time was examined and it was 
observed that fabric composition affected the 
change of value. The graph clearly shows that 
polyester samples get heated more in unit time 
compared to others. Results like those in the 
literature that characterize the thermal comfort 
properties of fabrics with different test devices 
were obtained within the thermal camera. This 
provides more economical and innovative 
horizons with thermal imaging systems instead 
of expensive thermal comfort test equipment. 
The type of fabric that gets heated the slowest is 
fabric sample No 5. Moreover, the temperature 
change in fabrics was fast as expected in the 
literature. However, this sample is not the same 
as the sample fabric dirtied with soil. 
Temperature changes of dirtied and raw fabrics 
will be measured in future studies. 
 
Three different feature clusters were compared 
for classification with ensemble machine 
learning. The RF algorithm using hybrid 
features has the highest accuracy value of 0.976 
while the KNN algorithm using hybrid features 
has the lowest accuracy value of 0.703. 
According to the most accurate RF algorithm 
using hybrid features, the highest number of 
wrong estimations was 4. This accuracy value is 
very high and shows that almost all the soils can 
be classified precisely. Estimating the existing 
soils in Uşak province and the number of fabric 
samples are among the limitations of the 
research. It is planned to conduct future studies 
by increasing the number of soil and fabric 
samples. Despite this, in the study, the 
classification of soils in Uşak province was 
completed with high performance values 
regardless of the fabric type. It will contribute 
to the literature if future researchers increase the 
number of soil and fabric samples and expand 
the study to different regions, unlike this study 
conducted with regional samples. 
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