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Abstract – Strong rock is less affected by the waves propagating during an earthquake. For this reason, structures on strong rocks 

are less affected by earthquakes. Identifying strong rocks is important for a safe residential area. There are different earthquake 

codes declaring the characteristics of strong rocks. In this study, site classification was made according to four different 

earthquake Provisions Nehrp, TBDY, Rm, E code. Feed Forward Backpropagation Artificial Neural Networks was used for site 

classification. Shear wave velocity (V30), Ground dominant period (To) and H/V ratio were selected as input parameters to this 
network. Performance analysis was performed to determine which regulation of the Feed Forward Backpropagation Artificial 

Neural Networks algorithm made the classification more successful. The cross-validation method was used for the analysis. 

Accuracy, Precision Recall, Kappa, Area under the ROC Curve (AUC) and Root Mean Squared Error (RMS) error values were 

calculated. As a result, 98% accuracy value was obtained after cross validation in strong rock detection according to E-Code-8 

regulation. According to this regulation, all metric values calculated in strong rock detection are higher than other regulations. 

In addition, hard rock was detected with the least error rate according to this regulation.  
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I. INTRODUCTION 

Earthquakes are natural disasters that cause the death of 

many people and the destruction of buildings. During an 

earthquake, seismic waves are propagated. Soil 

characterization is essential in defining the seismic effect. It is 

necessary to minimize the damage caused by earthquakes. 

Adequate knowledge of the physical and mechanical 

properties of the soil is required in order to design buildings 

both reliably and economically. At the same time, it is 

necessary to know the structure of the ground well in order to 

take precautions for problems such as liquefaction, swelling, 
landslide. Data obtained by using geophysical test methods 

should be evaluated while making soil classifications. Türkiye 

is in an earthquake zone. For example, although it was a 

medium-sized earthquake, many people died in the Dinar 

earthquake. Many studies were carried out in the earthquake 

zone. It was concluded that the main causes of damage were 

poor ground conditions. 

The shear wave velocity is used to evaluate the dynamic 

behavior of shallow underground soil. In soil characterization, 

near-surface shear wave velocity values are generally used. 

The average shear wave velocity for the top 30 m of soil is 

called VS30. Vs30 values were calculated using multi-channel 
surface waves analysis (MASW) in Dinar and a soil 

classification map was created (1). 

 

Some additional information regarding the properties of 

passive surface wave data and their use in the H/V spectral 

ratio technique was discussed (2) Site characterization with 

seismic noise in Istanbul, Turkey (3) A preliminary 

microzonation based on liquefaction potential was performed 

for Ceyhan District of Adana (4). A local field impact 

assessment (6) was performed for the Bornova Plain (İzmir, 
Turkey) and its surroundings (5) using the HVSR (Nakamura 

technique) and MASW methods for Aliağa/İzmir. The 

importance of Soil and Geological Features in City Planning 

was emphasized (7). Turkey's strong movement site conditions 

(8), geophysical and geotechnical studies were used to 

determine site classification. (9). Shear wave velocity profiles 

of the Hatay were determined by MASW and ReMi 

techniques. Transfer functions (maximum H/V amplitude 

ratios) and dominant periods were obtained by applying 

microtremor studies at the same locations (10). After applying 

the SMOTE (Synthetic Minority Over-Sampling Technique) 
process to these data, it was used as an input to the neural 

networks. 

Soil classification criteria and local soil classes are defined 

in various regulations. In this study, NEHRP Provisions (11), 

Eurocode-8 (12), Turkey Building Earthquake Code (TBDY-

2018) (13) and Rodriguez-Marek et al. Soils were classified 

according to (14). Geophysical Problems and Possible 

Solutions in Soil Classification Based on Eurocode 8 were 

discussed (15). Artificial neural networks have previously 

been used to predict the stability of soil and rock slope (16), to 

estimate the consolidation coefficient (17), to predict the 

swelling strength of large soils (18) and to estimate rock 
tension using deep neural networks (19). 

 

https://dergipark.org.tr/en/pub/ijmsit
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II. MATERIALS AND METHOD 

 

Multilayer perceptron( MLP) networks work according to 

the learning strategy. In other words, these networks are given 

both inputs and (expected) outputs that must be produced in 

response to the inputs during training. The task of the network 

is to generate the output corresponding to that input for each 

input. The learning rule of the MLP network is the Delta 

learning rule based on the least squares method. A set of 

examples is needed in education. For each sample in this set, 

both the inputs and the outputs that the network should 
produce for the inputs must be determined. 

  The delta rule consists of two phases. These are the forward 

calculation phase and the backward calculation phase. 

In the forward computation phase, a sample in the training 

set comes to the input layer. There is no information 

processing in this layer. Inputs are processed in the 

middleware. The Sigmoid function is generally used as the 

activation function. The values that come out of the output 

layer are the outputs of the network. When these outputs are 

obtained, the advanced calculation is completed. In backward 

computation, the output produced by the network for the input 

presented to the network is compared with the expected 
outputs of the network. The difference between them is 

considered an error. By distributing this error to the weight 

values, the error is reduced in the next iteration. The purpose 

of training the MLP network is to minimize this error. The 

weights of the process elements are changed to minimize the 

total error.  

In the study, the Sigmoid function was used on the nodes in 

all networks. 

 

The formulas of the performance metrics used in the study 

are given in Equation (1,2,3,4,5,6,7), respectively. 
 

 

Accuracy =
CTP+CTN

TP+TN+FP+FN
   (1) 

 

Precision =
CTP

CTP+CFP
     (2) 

 

Recall =
CTP

CTP+CFN
     (3) 

 

F −Measure = 2 ×
(Precision×Recall)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
   (4) 

 

TPR =
𝐶𝑇𝑃

𝐶𝐹𝑃+C𝑇𝑁
     (5) 

 

TPR =
𝐶𝑇𝑃

𝐶𝑇𝑃+C𝐹𝑁
     (6) 

 

Kappa =
P(𝑖)−P(j)

1−P(j)
     (7) 

 

Where, P(i) refers to the accuracy of the algorithm, P(j) 

refers to the weighted average of the expected accuracy of the 
algorithm that makes random predictions on the same dataset. 

The number of samples that Artificial Neural Networks (ANN) 

predicted correctly in the equations is represented by 

Classification true positive (CTP) and Classification true 

negative (CTN), and the number of misclassified samples is 

represented by Classification false positive (CFP) and 

Classification false negative (CFN). 

TPR and FPR values were used in the drawing of the Roc 

curve and the area under the ROC curve AUC) value was 

calculated. 

 The success of the classification depends on these 

metrics being close to 1. Because metrics take a maximum 

value of 1, which means perfect classification. 
In the classification, Shear wave velocity (V30), Ground 

dominant period (To) and H/V ratio were given as input 

parameters to the network. Then, classes were determined 

separately according to each regulation. 

III.  RESULTS 

 

First, three area classes (B, C, D) were determined for site 

classification according to the NEHRP provisions. The 

network is then trained. The cross validation method was used 

to test the algorithm. The generated network model is given in 

Fig. 1, and the confusion matrices obtained after training and 
cross-validation are given in Fig. 5. 

 

 
 

Fig. 1. Network created according to Nehrp 

 

According to TBDY provisions, 3 classes (ZB, ZC, ZD) 

were determined for site classification. The model of the 

network is given in Fig.2 and the confusion matrix after 

training and cross-validation is given in Fig.6. 

 

 
Fig 2. Network created according to TBDY 

 

According to Ecode provisions, 3 classes (A, B,C) were 

determined for site classification. The model of the network 

is given in Fig.3 and the confusion matrix after training and 

cross-validation is given in Fig.7. 

 

 

Fig 3. Network created according to Ecode 
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According to Rm provisions, 6 classes (C-1, C-2, D-1, D-2, 

D-3) were determined for site classification. The model of the 

network is given in Fig.4 and the confusion matrix after 

training and cross-validation is given in Fig.8. 

 

 
 

Fig 4. Network created according to Rm 

 

In all earthquake Regulation, the strong site is represented 

by the first letters of the alphabet. Towards the end of the 

alphabet, the site is more loose and earthquake-resistant. For 

example, the strong site is represented by A according to 

Ecode, ZB according to TBDY, B according to Nehrp, C-1 
according to Rm. 

 

 
Fig 5. The confusion matrix of the network created according to Nehrp 

 

According to Fig 5, all the instances were correctly classified 

in the training according to the Nehrp provisions. In cross 
validation, one class C instance and one class D instance were 

incorrectly classified. 

 

 
Fig 6. The confusion matrix of the network created according to 

TBDY 

According to Fig 6., all the instances were correctly 

classified in the training according to the TBDY provisions. In 

cross validation, one class ZD instance and three class ZC 

instance were incorrectly classified. 

 

 
Fig 7. The confusion matrix of the network created according to E-Code 

 

According to Fig 7, all the instances were correctly classified 

in the training according to the E-Code provisions. In cross 

validation, only one instance were incorrectly classified. 

 

 
Fig 8. The confusion matrix of the network created according to Rm 

 

According to Fig 8, In training, two class  instances  were 

incorrectly classified. In cross validation, nine instances  were 

incorrectly classified. 

 
Performance evaluation of different classifications in both 

training and cross validation, Precision, Recall, F-measure, 

AUC, Kappa and Rms values were calculated. The graphs of 

these values are given in Fig.9, 10, 11, 12, 13, 14, 15. 
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Fig 9. Precision values a)Training b)Cross validation 

 

 

 
Fig 10. Recall values a)Training b)Cross validation 

 

 
 

Fig 11. F-Measure values a)Training b)Cross validation 

 

 

 
 

Fig 12. AUC values a)Training b)Cross validation 



International Journal of Multidisciplinary Studies and Innovative Technologies, 2023, 7(2): 41 – 46 

45 

 

 
 

Fig 13. Kappa values a)Training b)Cross validation 

 

 

 

 

Fig 14. Rms values a)Training b)Cross validation 

 
              

Fig 15 Accuracy values a)Training b)Cross validation 
 

    In successful classification, all other metrics except the 

Rms value are required to be 1 or close to 1. When the data set 

was classified according to Rm, the lowest performance 

metrics were obtained. Higher metric values were calculated 

when classified according to other regulations. When the Rms 

values were compared, the highest Rms value was calculated 

when the data set was classified according to Rm. 

 

IV. DISCUSSION CONCLUSION 

Especially in countries located in the earthquake zone, 

deaths and damages should be prevented. It is possible to 

prevent these damages by building a structure suitable for the 

ground. For example, there is a danger of liquefaction during 

an earthquake in very loose and sandy soils. For this reason, 

effects such as collapse, sliding and overturning are frequently 

seen in the structures. Suitable for hard site construction 

whenever possible. 

  This study is important for reducing earthquake damage 

and for a reliable construction. The sites were classified using 

data obtained by geophysical methods. These classifications 
were made according to different regulations. Limited data 

were used. It is planned to carry out a more detailed study by 

increasing the number of data in future studies. In the study, 

the site classification of Hatay province was made according 

to different regulations. Feed Forward Backpropagation 

Artificial Neural Networks was used. As a result, the highest 

metric values were calculated in the classifications according 

to the E-code regulation. Therefore, the most successful 

classification is configured according to the E-code regulation. 
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The accuracy of this classification is 100% in training, 98% in 

cross validation. It was also classified with the lowest error. 

The Rms error rate is 0.04 in training and 0.13 in cross 

validation. 
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