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Abstract 

Internet of Things (IoT) is expressed as a network of physical objects with 

applications and various technologies that provide data connection and sharing with 

various devices and systems over the Internet. Security vulnerabilities in IoT devices 

are one of the biggest security issues in connecting devices to the internet and 

collecting and processing user data. These vulnerabilities can lead to increased 

attacks on IoT devices and malicious use of user data. In this article, we discuss these 

security problems that arise in IoT systems in detail in distributed systems 

technology. Distributed systems are increasingly used in the modern computing 

world. These systems are a structure where multiple independent computers 

communicate with each other for a common purpose. Distributed system 

technologies have become more common with the development of internet and cloud 

computing systems. However, the use of distributed systems has brought with it 

important security challenges such as security vulnerabilities, access controls and 

data integrity issues. Therefore, the security of distributed system technologies has 

been an important focus of work in this area. In this study, information about 

distributed system technologies and security for IoT is given. The all attack types 

were classified using Artificial Neural Network (ANN), developed Random Forest 

(RF) and hybrid model. In RF, all feature vectors created from all datasets (bank and 

two financial datasets) were also analyzed separately and the classification 

performance was examined. In addition, a new RF algorithm based on weight values 

using the Gini algorithm has been proposed. With this algorithm, the traditional RF 

algorithm has been developed and the success rates have been increased. In addition, 

a hybrid method was created by classifying the datasets obtained by RF with ANN. 

With the hybrid method ANN and the enhanced RF method, its accuracy in detecting 

normal behaviors and attack types was calculated and the success of the methods was 

presented comparatively. In addition, the working times of the methods were 

determined. 
 

 
1. Introduction 

 

The concept of the IoT is a popular technological 

trend that has gained increasing momentum in recent 

years. IoT refers to the network of devices that are 

connected to the internet and can communicate with 

each other. These devices can include all kinds of 

devices such as smartphones, computers, home 

appliances, industrial devices, vehicles, wearables, 
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and even healthcare devices [1]. IoT devices are 

designed to make the world around us and people's 

lives easier. For example, smart home devices can 

enable you to remotely control your home, save 

energy, increase your security, and improve your 

quality of life at home. Industrial IoT devices, on the 

other hand, can increase efficiency in areas such as 

production and logistics, and offer new opportunities 

in areas such as agriculture and health [2]. 
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Despite all these advantages, there are some security 

threats to IoT devices due to heterogeneous structures 

that communicate over different networks over the 

internet. In particular, it is possible to damage IoT 

devices and hack the system by various cyber attacks. 

These damages cause some irreversible problems in 

the future. For example, an attacker could attack an 

IoT device in the home, gaining access to all the 

devices in the home and even the personal 

information of the host. Another threat to IoT devices 

is malware infection of devices. These software can 

take control of devices and turn them into botnets. To 

deal with security threats to IoT devices, it is 

important to provide regular security updates to detect 

and fix vulnerabilities. In addition, security measures 

such as encryption of communication between 

devices and authentication must be taken in order for 

IoT devices to work securely. However, when these 

studies are evaluated as a whole at the point of 

detecting different types of attacks, they are often 

insufficient. In particular, it has shown that a stronger 

security mechanism is needed to detect and prevent 

attacks such as Denial-of-Service Attack (DoS) and 

Distributed Denial of Service Attack (DDoS) [3,4]. 

Research on data security has revealed that 

vulnerabilities and leaks in distributed systems in IoT 

devices are major problems [5,6]. For this reason, 

studies on solutions and measures for data security 

problems in distributed systems are very important. In 

particular, institutions and organizations need to 

create a strong security mechanism against important 

security vulnerabilities such as security 

vulnerabilities, access controls and data integrity 

problems. 

In our study, security problems and precautions that 

arise in distributed systems related to IoT devices and 

networks are discussed. A method has been 

developed to detect and prevent possible attacks from 

different sources that may arise as a result of various 

violations such as unauthorized access, weak 

encryption methods, neglect of device updates, 

increasing attacks and threats, and management 

difficulties that will disrupt data confidentiality and 

data integrity. The developed model proposed in the 

study is applied on a real-life dataset to detect and 

prevent different attacks. In addition, short-term 

attacks that went undetected in the database were also 

observed. The working times and performance 

analyzes of the methods were also made. The success 

of the proposed new intrusion detection and 

prevention model is shown comparatively. When the 

results obtained are compared, it has been observed 

that the proposed model gives very successful results 

in preventing security problems in distributed systems 

IoT devices. 

With the increase in the number and use of 

IoT devices in many areas, security problems have 

occurred in IoT devices. Within the scope of this 

study, first of all, attacks on IoT devices were 

mentioned and studies in the literature were 

mentioned. Secondly, a hybrid (RF+ANN) model was 

developed to detect possible attacks and the results of 

the proposed model were applied on three different 

real datasets. The success of the proposed method on 

all three datasets was presented by comparing it with 

metrics such as Accuracy, Precision, Recall and 

F1Score. 

 

2. Related Works 

Existing security mechanisms for distributed system 

technologies are insufficient due to the complexity 

and diversity of IoT devices [7]. Therefore, stronger 

and customized security mechanisms are needed for 

the security of IoT devices. Data privacy and security 

in these systems has become a major problem due to 

problems such as collecting, storing, processing and 

sharing user data. These issues include security 

protocols, user privacy, detection and prevention of 

attacks against IoT devices, scalability of IoT devices, 

and new security threats to IoT [8]. Therefore, 

stronger data privacy and security measures must be 

developed for IoT devices. There are many 

vulnerabilities in the security of IoT devices in 

distributed system technology and these devices are 

vulnerable to cyber attacks [9]. Security issues in IoT 

devices are due to device constraints such as low 

power consumption, limited processing capacity, and 

limited memory Many international organizations and 

standards organizations are developing security 

standards for IoT devices. Current challenges 

regarding the security of IoT include detection and 

prevention of cyber attacks, encryption of 

communication between devices, secure software 

updates. Although studies are carried out in the 

literature to ensure security in IoT, these studies are 

limited in order to solve the problems that arise. 

Important works done in recent years are presented 

below: 
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Table 1. Studies in the literature 

Study Technique Attack Types Performance Disadvantages 

Jaber et al. 

[10] 

Autoencoder Network 

Model  Genetic algorithm 

DDoS 90.26% the study brings 

reliability and 

computational 

complexity for 

very large data. 

For these reasons, 

the proposed 

model needs to be 

further optimized 

in order to 

increase its 

performance and 

reduce 

computational 

complexity. 

Moudoud et al. 

[11] 

Hidden Markov Model False Data 

Injection 

(FDI) 

97% Although the 

performance is 

good, the model 

needs to be 

improved as it 

takes too much 

time to integrate 

into the learning 

process and new 

technologies. 

Labiod et al 

[12] 

Multi-layer sensor DDoS  99.99% other 

attacks 86% 

More 

improvements are 

needed to detect 

all types of 

attacks. 

                  

Habiba et.al 

[13] 

Deep learning-based 

algorithm 

DDos  99.99% In this study, the 

efficiency of Edge 

AI for IoT 

platforms was 

demonstrated. 

Only DDos 

attacks are 

covered. 

           

Alotaibi and 

Ilyas   [14] 

Ensemble method TON-IoT 

dataset 

98.63% A multi-

classification 

approach is 

required that can 

detect anomalies 

and intrusions in 

IoT network 

traffic. 
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Mahmoud 

et.al  [15] 

Intrusion 

Detection 

Systems based 

on Machine and 

Deep Learning 

(IDS_MDL) 

Botnet attack dataset 99.7 % Short-term 

observed attacks 

need to be 

detected 

Sun et.al                

[16] 

SVM SCT dataset 98.71% More features can 

be added to 

determine the 

physical behavior 

of more systems 

to improve the 

SVM method. 

 

 

                 

Elsayed et.al 

[17] 

Secured 

Automatic Two-

level Intrusion 

Detection 

System 

(SATIDS) 

ToN-IoT and InSDN 

datasets. 

96.35 % Short-term 

attacks that occur 

during the day 

need to be 

detected and 

applied to the 

real-world IoT. 

 

             

Sasikala et.al   

[18] 

Logistic 

Regression 

NB15 data set 97.8 % Inaccurate 

missing data can 

be improved by 

using various 

approaches. 

 

Jasim et.al       

[19] 

Convolution 

Neural Network 

(CNN) 

Unspecified 99.18 % In terms of time, 

the proposed 

model works 

slowly 

 

Almiani et.al 

[20] 

Deep recurrent 

neural network 

NSL-KDD 98.27 % 

(for only DoS 

attacks) 

Probe is more 

susceptible to 

DoS attacks than 

detection of 

Remote to Local 

(R2L) and User to 

Root (U2R) 

attacks. 

 

Kareem et.al 

[21] 

Metaheuristic 

Algorithms 

NSL-KDD, CICIDS-

2017, UNSW-NB15 

and BoT-IoT 

95.5%, 

98.7%, 

81.5%, and 

81.5% in the 

NSL-KDD, 

Optimization of 

hypermaterials is 

required in 

solving multi-
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CICID2017, 

UNSW-NB, 

and BoT-IoT 

datasets, 

respectively 

objective 

problems. 

Pehlivanoğlu 

et.al [22] 

Gradient Boost 

classifier 

Bot_IoT and ToN_IoT 

datasets 

Port scanning 

attacks about 

99% 

The model 

proposed in the 

study should be 

tested on different 

data sets, 

especially large 

data sets. 

Kozik et.al 

[23] 

   Deep learning  IoT-23            about  90%     (precision) By adjusting the 

hyperparameter, 

the success and 

performance of 

the study can be 

increased. 

Gökdemir and 

Çalhan [24] 

Long Short-

Term Memory 

(LSTM) 

  IoT dataset        99.17 %  There are some 

disadvantages in 

terms of working 

time. 

 

Gökdemir and 

Çalhan [24] 

Long Short-

Term Memory 

(LSTM) 

  IoT dataset        99.17 %  There are some 

disadvantages in 

terms of working 

time. 

Ölmez ve İnce 

[25] 

Support Vector 

Machines 

(SVM) 

Bot-IoT, CICIDS-2017, 

IoT-23 and N-BaIoT 

99.94% for 

Bot-IoT 

dataset, 

99.95% for 

CICIDS-

2017 dataset, 

99.96% for 

IoT-23 

dataset and 

99.92% for 

N-BaIoT 

dataset 

Data 

preprocessing and 

converting the 

data into the 

appropriate 

format is a 

separate 

workload. 

Yaman and 

Tekin [26] 

XGBoost                     “Brute force ftp”, “brute 

force ssh”, “dos http 

flood”, “dos icmp flood”, 

“dos syn flood”, “syn 

scan” and “udp scan” 

92.55% The detection 

success of some 

attacks can be 

increased. 

 

 

In our study, it is aimed to detect and prevent all kinds 

of attacks that may occur in order to ensure IoT 

security in distributed systems. By using artificial 

neural networks, proposed random forest tree and 

hybrid method, an attack detection system has been 

implemented on banks and two different financial 

data. Our work includes intrusion detection 

comprehensive and a significant contribution to 
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detecting different similar attacks and integrated in 

IoT environments. In addition, performance 

measurements of all models used are presented 

comparatively using different evaluation metrics 

(precision, recall, F1 Score). 

 

3. Material and Method 

Currently, intelligent environments are spreading 

with the IoT in all areas where computing resources 

are applied. However, as the techniques to exploit 

computer infrastructure security vulnerabilities are 

constantly evolving, applications and systems may 

inevitably be exposed to some attacks. With attacks, 

accessing systems, obtaining confidential information 

and improper use, rendering resources unusable can 

become unavoidable. For this reason, security 

becomes the most important issue for the IoT 

environment. Unresolved challenges regarding the 

security of IoT devices can be summarized as follows 

[34]:  

Poor security practices: Unlike traditional computers, 

IoT devices can often have low resources and limited 

processing power. This can result in poor security 

practices being used to secure IoT devices.  

Weak authentication methods: Authentication 

methods used in communication between IoT devices 

can often be insufficient or weak. This may require 

the development of new and more secure 

authentication methods for the security of IoT 

devices. 

Hard-to-protect physical locations of IoT devices: IoT 

devices can be used in a variety of physical 

environments, and these environments can threaten 

the physical security of devices. Therefore, for the 

security of IoT devices, security issues arising from 

the physical location of devices that are difficult to 

protect may need to be addressed. Data privacy 

issues: IoT devices can often handle sensitive data, 

and it's important to protect the privacy of this data. 

Therefore, it may be necessary to develop new and 

more secure solutions to data privacy problems for the 

security of IoT. Some security measures taken are not 

sufficient to detect and prevent attacks. In order to 

detect attacks in IoT environments, a model that can 

be implemented on real platforms and in real time is 

needed.  

Traditional pain detection systems have difficulties to 

cope with and implement the above-mentioned 

security challenges. IoT components' limited 

computing power, large number of interconnected 

devices and objects, data sharing between users, and 

vulnerability to security and privacy risks. Difficulty 

in detecting attacks such as DoS, DDoS, Man in the 

Middle, unsafe connections, malicious code injection 

livable. In our study, a model tested on real data is 

presented that takes into account the context of 

intrusion detection and prevention in IoT-based 

environments. The performance of the proposed RF 

model and the proposed hybrid model ANN model 

were calculated based on different evaluation criteria 

 

3.1. ANN 

ANN have been developed by taking advantage of the 

working principle of the human brain. An artificial 

neural network consists of neurons (nodes) that make 

connections between input and output data, and layers 

that make connections between these neurons [35]. A 

neural network consists of a large number of neurons 

and layers. There are many neurons in each layer, and 

each neuron receives information by weighted 

connections that connect nerve cells. This information 

is passed through different activation functions and 

transmitted to other neurons. In addition, each neuron 

receives input from many nodes and passes these 

inputs through a function and transmits its output to 

other neurons. While the neurons of all layers that will 

form in the neural network are in series with the 

neurons of the previous and next layer, they are 

parallel among themselves. Since information will be 

transmitted between neurons to each layer, it contains 

connections between them. These links represent the 

weights between the layers and end at the output 

layer. Determining the correct weights during the 

training of the network is crucial for accurate and 

reliable output. Initially, weight values are randomly 

assigned. Weight values are updated in each iteration 

according to the neural network and learning rule to 

be formed. When different samples are trained 

according to the resulting network, the weights are 

changed again and the most accurate weights are tried 

to be determined. These processes are repeated until 

the optimum weights are found. 

Figure 1 shows the structure of the artificial neural 

network. In our study, the input size was determined 

by the number of samples and the number of features 

for each data set. The N value expressed here includes 

the number of samples. There are 3 hidden layers for 

each data set. There are 150 neurons in the first layer, 

120 neurons in the second layer, and 100 neurons in 

the last hidden layer. The learning coefficient was 

taken as 0.01. In each dataset, the number of output 

layers is determined by the general classes (5 attack 

types). There are also similar attacks within these 

classes. Since the number of similar attacks, which are 

subclasses, is too high, their names are not included. 

Classes of test samples are tried to be determined 

according to the training data determined in the ANN 

model [36]. If the classes of test data are correctly 
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determined, the network is considered to be properly 

trained. The correct determination of the ANN model 

depends on the activation function, the aggregation 

function in which the artificial nerve cells transmit 

information, the learning rule and the topology of the 

network. The aggregation function calculates the net 

input of the ANN model using different functions. 

The activation function, on the other hand, converts 

the information obtained as a result of the addition 

function to the output value by using different 

functions. In some cases, the created ANN model can 

be memorized. If this happens, training should be 

stopped. If there is no memorization and the network 

is learning, the training is not continued. The classes 

of test samples are determined according to the last 

iteration. ANN model is created by considering the 

following criteria [37]: 

• Identifying layers 

• Inputs and outputs to be used in education 

• Number of neurons 

• Activation functions 

•The objective function used to determine whether the 

network is successful. 

 

 

Figure 1. Proposed of ANN model 

In ANN models, the structure of a pre-trained network 

can be used for other datasets. The purpose of transfer 

learning methods is to increase classification 

performance and training speed by using previously 

trained models on a new dataset [38]. If the dataset to 

be trained is small and insufficient, the attributes of 

previously trained large datasets can be directly 

applied to this dataset. The output layers of these 

trained large datasets directly form the network 

structure of the dataset to be trained. In addition, it can 

be learned in a short time and with fewer parameters 

by fine-tuning it to make it more suitable for the 

dataset to be trained. During the training phase, the 

weights of the pre-trained layers are precisely 

adjusted and updated, and the classification layers are 

learned in accordance with the training. Fine-tuning 

the model's layers and newly added classifier layers 

by training them simultaneously allows the model to 

be improved. It is to create the local minimum value 

of the parameters (parameters used in activation, 

training and performance functions, etc.) that best suit 

the ANN network structure. Thus, classification 

success is increased by fine-tuning. This fine-tuning 

method can be done by backpropagation 

 

3.2. RF 

RF method is an ensemble learning method built on 

Decision Trees (DT) [39]. Community learning 

methods are popular in the field of machine learning. 

It can be used for classification and regression 

operations. As a basic principle, ensemble learning 

methods decide on the solution of a classification 

problem depending on the decisions of more than one 

classifier. In decision making, the highest vote 

(majority) or the lowest error (minimized error) 

approaches can be preferred. 

In the RF method, there is a forest structure consisting 

of individual decision trees for the same problem [38]. 

The decision of each tree in the forest is independent 

of the decisions of other trees. The randomness in the 

method is due to the selection of variables in the 

creation of a decision tree. The traditional decision 

tree consists of root, twig (brunch) and leaves (leaf). 

While the root and branch structures are determined 

according to the variables that will determine the 

classification result, the leaves show the class 

decisions. The information gain of the variable is 

calculated in the selection of the variable for the roots 

and branches in the traditional decision tree. One of 

the most used calculation methods is the GINI index. 

Information gain is the effect of the variable on the 

class decision. The higher this effect, the higher the 

effect of the variable on the outcome. The root of the 

decision tree is established with the variable with the 

highest information gain and the branches are 

completed according to the gain order of the 

variables. In the RF method, variable selections are 

made randomly while creating each tree. This 

randomness is useful in preventing overfitting. At the 

same time, the samples to be selected for each tree 

created are selected as a subset of the whole sample 

with the bootstrap technique with a random approach. 

The RF method was developed by Breiman [40, 41]. 

Breiman, who previously developed the 

Classification and Regression Trees (CART) method, 
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developed the RF technique by first developing 

Bagging- Bootstrap Aggregating and then Random 

Subspace methods and combining these methods 

because the CART method, which has a very good 

learning ability, is prone to excessive learning. Our 

proposed RF model proposes a cloud-random forest 

(IoT - RF) model that combines the IoT environment 

and random forest for intrusion detection (Figure 2). 

In this model, based on traditional CART, a weight 

determination algorithm based on the cloud model 

and the decision-making trial and evaluation lab is 

applied to obtain the evaluation weights. The feature 

weight and the gain value of the smallest Gini 

coefficient corresponding to the same feature are 

weighted and summed. The weighted sum is then 

used to replace the original gain value. This value rule 

is used as a new CART node split criterion to create a 

new decision tree, thus creating a new random forest, 

i.e. IoT - RF. In the proposed RF model according to 

the IoT environment, the weight is determined by the 

following steps: 

Step 1: Attack types are determined as 

A={a1,a2,....,aN}. 

Step 2 Draw the correlation diagram between any two 

attack types. 

Step 3 The first matrix that directly affects the attack 

type is created. 

Step 4 The property values are determined. 

Step 5 The IoT matrix of all decision makers is 

collected. 

Step 6 The matrix of the relationship between the 

features is found. 

Step 8 The standardized comprehensive impact 

matrix is measured. 

Step 10 All attack types have weights.  

           Classification success in RF methods varies 

depending on hyperparameters such as the number of 

trees, tree depth, number of features and training rate 

[42]. The accuracy of the model can be increased by 

fine-tuning these hyperparameters manually or with 

optimization methods such as grid search and random 

search. Too many features may reduce classification 

performance. For this reason, the success of the model 

can be increased by removing features that are not 

related to feature reduction methods such as 

information gain or gain ratio. Increasing the number 

of trees, which affects the success of RF methods, 

may have a positive effect on the success of the 

model. Although the success of the model increases 

as the depth of the tree increases, the success of the 

model does not change when the depth of the tree 

reaches a certain point. Additionally, choosing the 

tree depth too small may cause model incompatibility. 

For this reason, it is very important to fine-tune these 

hyperparameters that affect the classification success 

of RF methods.  

 

Figure 2. Proposed RF flow chart 

3.3. Hybrid Model 

 

The data sets used in the study are not open access and 

the study was carried out in IoT environments. Due to 

the confidentiality of the data, fields and features of 

the data set cannot be mentioned. All datasets used in 

the study are divided into 70% train and 30% test. 

Different analyzes     

were also performed (60% train, 40% test or 80% 

training and 20% test). However, it gave the best and 

most optimum solution when we divided it into 70% 

training and 30% testing.  

          IoT has attracted a lot of attention in recent 

years in many fields such as automation, industry and 

smart environments. There are many different and 

similar types of attacks [43]. However, since IoT is a 

heterogeneous environment, it is also exposed to 

many attacks. For this reason, a hybrid model has 

been developed in our study to ensure IoT network 

security. This hybrid model is formed by combining 

the proposed RF and ANN model, and the flowchart 

is shown in Figure 3. In the hybrid model we 

recommend, first data with the classification model. 

We have classified. In studies on trained data, 

observed noise removal, feature extraction, and 

selection methods increased classification success 

and. These methods make the available data more 

useful. Therefore, the results of the studies vary 
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according to the situation. normalization techniques, 

noise removal, feature extraction and feature 

selection. We are at every stage determined the 

accuracy rate of normal and attack types, and 

calculated the average. Clustering of datasets is done 

on the basis of the variables and criteria of the 

proposed RF model. Then, the ANN classifier is 

applied sequentially to each clustered dataset. This 

hybrid model we propose is formed by combining the 

developed RF and ANN classification models. We 

propose a hybrid machine learning system based on 

RF and ANN for detecting all types of attack on bank 

and financial datasets. The performance evaluation 

and error rates of the existing models and the 

proposed hybrid model in the diagnosis of normal and 

all attack types were calculated and compared with 

the proposed models in terms of accuracy and time. 

            In the hybrid model we proposed, we first 

grouped the data close to each other with the proposed 

RF method. We performed classification process on 

the data we grouped with various methods. At each 

stage, we determined the accuracy rate of normal and 

preventable attack types with the model we suggested 

and calculated the mean.  It is calculated by averaging 

the correct and normal behaviors found here and the 

types of attacks that can be prevented with the model 

we propose. In hybrid model we recommend, it 

provides data protection by better detecting attack 

types compared to single classification or single 

clustering methods. It gave more successful results. 

The hybrid model made  more successful results than 

the ANN and RF method. In addition, the reason for 

the decrease in the success rate as the amount of data 

increases is due to the multidimensional and complex 

structure of the data. When the results are compared 

in all models, the hybrid model in ANN is more 

successful than the first hybrid model. The reason for 

this is that when clustering is performed first, normal 

behaviors and different attack types are clustered in a 

group as far away from each other. This ensures 

correct detection and prevention of attack types 

 

 

Figure 3. Proposed hybrid model flow chart 

4. Results and Discussion 
 
           In our study, bank and financial data were used 

to ensure IoT security for distributed systems. The 

features of the dataset we used are given in Table 2. 

In addition, normal and attack types and numbers are 

shown for all three data sets. These attacks are 

grouped into 4 main groups as DoS, Probing, U2R, 

R2L and these attacks also consist of similar attack 

types. Within each attack cluster, there are subclasses 

containing between 10 and 30 similar attack types. 

Similar attacks were gathered in the same cluster. 

Table 3 shows the number of samples in each data set 

according to attack types. As can be seen, the number 

of samples with DoS attacks is higher for all three data 

sets than for other types of attacks. 

          In data preprocessing, it was first checked 

whether there were null values in all three datasets. 

Empty values are filled by taking the average of the 

column. Additionally, outliers in the datasets were 

normalized between [0,1]. Thus, data imbalance in 

the datasets was eliminated. The normalization 

method was applied to increase the accuracy of the 

classical model and the proposed models. By 

examining the correlation matrix of the features in 

three datasets, the connections between the features 

were tried to be determined. The most important 

feature was chosen as the feature with the highest 

correlation value. These features were used in the 

proposed classification methods to increase the 

success. In addition, dimensionality reduction was 

performed by removing features with low correlation 

from the data set. The success and performance of the 

models used were increased by applying the min-max 

normalization technique to some features. Thus, the 

classification success of multi-class datasets has been 

increased by feature selection and dimensionality 

reduction. 



Ç. Bakır / BEU Fen Bilimleri Dergisi 13 (1), 232-246, 2024 

241 
 

          Each attack occurring in these datasets is 

categorical. However, these categorical classes have 

been converted to integer data type, starting from one. 

In addition, the success of the models used in the 

study was increased by adding an extra new feature to 

include similar attacks in the same data set. Attacks 

were also investigated according to their protocol 

types. 

        In Figure 4, the accuracy results obtained in the 

detection of all attack types for all datasets of the 

artificial neural networks developed are given. In our 

study, unlike other studies, important results were 

obtained in detecting all types of attacks.  In Figure 5, 

the values of the detection of all attack types in terms 

of time are given for all datasets of the artificial neural 

networks developed. All results are calculated based 

on the accuracy of the test data and the running time 

of the test data.  

 

Table 2. Used Datasets 

 Number of Samples 

Dataset Normal Attack 

Bank  625.745 178.034 

Financial1 875.360 279.693 

Financial2 890.342 300.476 

 

 

Table 3. Number of samples by attack types 

 

Dataset DoS Probing  U2R R2L 

Bank  87.341 12.634 24.677 53.382 

Financial1 184.302 48.072 34.974 12.345 

Financial2 108.342 85.974 81.366 24.794 

 

 
Figure 4. ANN accuracy results for all datasets 

 

 
 

Figure 5. ANN time results for all dataset  

 

Table 4. ANN results by different evaluation metrics 

 

Dataset/ 

Performanc

e Criteria 

(%) 

 

Accurac

y 

 

Precisio

n 

 

Recal

l 

 

F1-

Scor

e 

Bank 73.64 73.50 74.42 74.10 

Financial 1 73.05 72.82 72.14 72.45 

Financial 2 75.64 73.64 72.42 73.02 

 

            In Table 4, the results of the ANN according 

to different evaluation metrics for all three data sets 

are given. It gave more successful results for bank 

data compared to all datasets. The reason for this is 

that the examples of DoS attacks are less than other 

datasets. Because the subclasses of DoS attacks are 

more than other attacks. In short, since there are many 

similar attack types, it is more difficult to detect DoS 

attacks when compared to other types of attacks when 

we look at the studies in the literature in general 

 

 

Figure 6. Proposed RF accuracy results for all datasets 
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Figure 7. Proposed RF time results for all dataset 

 

Table 5.  Proposed RF results by different evaluation 

metrics 

Dataset/ 

Performanc

e Criteria 

(%) 

 

Accurac

y 

 

Precisio

n 

 

Recal

l 

 

F1-

Scor

e 

Bank 85.60 86.73 84.72 84.99 

Financial 1 81.67 84.60 83.15 83.01 

Financial 2 82.64 82.62 85.03 85.07 

 

         In Table 5, the results of the proposed RF 

according to different evaluation metrics for all three 

data sets are given. In Figure 6, the accuracy results 

obtained in the detection of all attack types for all 

datasets of the proposed RF developed are given. In 

our study, unlike other studies, important results were 

obtained in detecting all types of attacks. In Figure 7, 

the values of the detection of all attack types in terms 

of time are given for all datasets of proposed RF 

developed.  

           In Figure 8, the accuracy results obtained in the 

detection of all attack types for all datasets of the 

Hybrid model developed are given. In our study, 

unlike other studies, important results were obtained 

in detecting all types of attacks. In our future work, 

we aim to increase the accuracy by using different 

hybrid methods and to use it in different real datasets. 

In Figure 9, the values of the detection of all attack 

types in terms of time are given for all datasets of 

hybrid model developed. When we compare it with 

other studies in terms of time, we see that it detects 

the attack in a short time. 

 
Figure 8. Hybrid model accuracy results for all datasets 

 

 
 

Figure 9. Hybrid model time results for all dataset 

 

Table 6.  Hybrid results by different evaluation metrics 

 

Dataset/ 

Performance 

Criteria (%) 

 

Accuracy 

 

Precision 

 

Recall 

 

F1-

Score 

Bank 90.37 91.36 91.36 91.07 

Financial 1 92.62 92.62 92.43 91.45 

Financial 2 91.74 91.43 93.78 92.72 

 
        Table 6 presents the results of the proposed 

hybrid model according to different evaluation 

metrics for all three data sets. In the first stage of our 

study, the data trained with ANN was classified with 

RF. In addition, data pre-processing steps such as 

feature extraction and noise removal increase the 

success in classification. For this reason, the results of 

the studies vary depending on the data processing 

steps. We determined the accuracy rate of normal and 

attack types at each stage and calculated their average. 

       In our study, k-fold cross validation was used to 

ensure that the methods used, other than voting, were 
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resistant to the training and testing sections. 5 and 10 

were chosen for the K value. While the solution is 

produced according to the voting technique, the ANN 

results for k - fold cross validation for k=5 and k=10 

have been added in the accompanying Table 7. When 

 

the results were compared, using k-fold cross 

validation gave more successful results than the 

voting technique. Additionally, in general, k=10 is 

more successful than k=5 in all methods used in the 

study. 

Table 7.  ANN results according to k-fold craoss 

validation method 

Dataset/ 

k value 

 

k=5 

 

k=10 

Bank 75.45 77.74 

Financial 1 75.97 76.37 

Financial 2 78.95 77.34 

While the solution is produced according to the voting 

technique, the RF results for k-fold cross validation 

for k=5 and k=10 have been added in the 

accompanying Table 8. 

Table 8.  RF results according to k-fold craoss validation 

method 

Dataset/ 

k value 

 

k=5 

 

k=10 

Bank       88.04        88.67 

Financial 1       85.34        86.72 

Financial 2       85.17        87.95 

 

       While the solution is produced according to the 

voting technique, the hybrid model results for k-fold 

cross validation for k=5 and k=10 have been added in 

the accompanying Table 9. 

Table 9.  Hybrid model results according to k-fold craoss 

validation method 

Dataset/ 

k value 

 

k=5 

 

k=10 

Bank        92.32        93.01 

Financial 1        93.71        92.37 

Financial 2        92.82        93.54 

 

5. Conclusion and Suggestions 

          Connecting IoT devices to the internet can pose 

a significant threat to the security of the devices. IoT 

devices have many different security vulnerabilities, 

such as malware infections, phishing attacks, and 

attacks through physical access. These threats can 

affect both consumer and industrial IoT devices and 

have serious consequences. 

          Distributed system technologies are a structure 

that is widely used in many areas today and allows 

services to be offered in a more efficient and scalable 

way. However, these systems have a more complex 

structure than central systems. In this study, we 

evaluated the distributed system technology for IoT 

and showed the distributed system architecture in 

detail. The security of IoT devices is very important 
for distributed systems technology. IoT devices, their 

usage areas and numbers are increasing day by day 

and the security of these devices is of great 

importance in terms of personal privacy and data 

security. In our study, different security methods and 

mechanisms that can be used in distributed system 

technology for the security of IoT devices are 

discussed. However, it was also emphasized that more 

research is needed to find solutions to security 

problems in IoT devices. Therefore, those working on 

the security of IoT devices need to identify different 

security vulnerabilities and risks and ensure the 

security of users by taking appropriate security 

measures. 

The security of distributed systems is a more 

challenging issue than centralized systems because 

communication between different components has 

difficulty in ensuring security. Therefore, various 

precautions should be taken for the security of 

distributed systems. Among them; topics such as 

authentication, authorization, encryption, data 

integrity, confidentiality and reliability. Today, many 

research and development studies are carried out on 

the security of distributed systems. These studies 

provide important steps for reducing the risks of cyber 

security vulnerability, preventing attacks and making 

systems more secure. As a result, distributed system 
technologies and security are an increasingly 

important topic for IoT today. The development and 

security of these technologies will increase the 

efficiency of enterprises and enable them to provide 

better service. For this reason, it is very important to 

raise awareness about the security of distributed 

systems and to ensure the continuation of research 

studies. 

In this study, a system is designed to detect and 

prevent different and same types of attacks that occur 

as a result of security vulnerabilities in distributed 

systems. The aim of our study is to ensure attack 

security in the IoT environment. The three different 

data sets we used were evaluated using ANN, RF and 

our proposed hybrid model. The results of the 

proposed hybrid model and the proposed RF model 

and the classical ANN model are shown 

comparatively. In addition, the operating times of all 
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models used in the study were calculated and 

compared. ANN for bank, financial 1 and financial 1 

data sts are 0.7364, 0.7305, 075.64, respectively; RF 

0.85, 0.8167, 0.8264; hybrid model showed success 

of 0.9037, 0.9262 and 0.9174. In addition, the results 

for all three models were analyzed with different 

evaluation criteria. When the results are compared, 

the proposed hybrid model showed approximately 

10% more success than the ANN model in all three 

datasets. When the results are compared, it is 

observed that more accurate attack prediction is made 

in hybrid models. The effective use of hybrid models 

in attack detection and prevention is of great 

importance for future studies. Using artificial 

intelligence techniques at the beginning of these 

studies provides a greater advantage. Our study 

achieved very successful results in detecting different 

and new attack types occurring in IoT environments. 

In addition, the proposed hybrid model aims to 

address security and privacy issues that may arise in 

different areas in the future. Unlike previous studies, 

data security is ensured in all operations for IoT. 

        In the future, it is aimed to design attack 

detection and prevention systems on different and 

larger complex data sets with deep learning methods. 

It will be aimed to contribute to the studies in the 

literature by conducting more studies in this field. In 

addition, it is aimed to increase the success of the 

models by automatically fine-tuning the 

hyperparameters for the proposed models in the future 

using optimization algorithms. 
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